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About This Technology Update

Major improvements in technology have been implemented since the first printing of the Eleventh Edition of *Elementary Statistics*. Although this Technology Update includes the same examples, exercises, and statistical content as the original Eleventh Edition, it also includes updates to reflect the following changes in technology.

**StatCrunch** The original printing of the Eleventh Edition did not include any references to StatCrunch™, but this Technology Update contains changes to reflect the inclusion of StatCrunch. A special icon accompanies 63 different examples in this book, to indicate that StatCrunch projects for those examples are available on StatCrunch.com. Also, the 14 interviews located at the ends of Chapters 1 through 14 have been replaced with StatCrunch projects. The 14 interviews included with the original Eleventh Edition of *Elementary Statistics* are now available as PDF files in the INTERVIEW folder on the CD-ROM that accompanies this book.

**STATDISK** STATDISK is an extensive statistical software package designed specifically for *Elementary Statistics*. It is available at no cost to those who have purchased this textbook. The original printing of the Eleventh Edition of *Elementary Statistics* was based on STATDISK version 11.0, but dramatic improvements are now incorporated into STATDISK version 11.5. This updated version of STATDISK is included on the enclosed CD-ROM and can also be downloaded from the Web site. (You can check the Web site www.statdisk.org for the latest version of STATDISK.) This Technology Update contains changes to reflect new features of STATDISK.

**TI-83/84 Plus Calculators** The CD-ROM included with this book contains updated programs for the TI-83/84 Plus family of calculators. Some programs included with the original Eleventh Edition of *Elementary Statistics* have been deleted, and some newer programs have been added. Relevant pages in the textbook have been edited for these updated programs.

**Videos on DVD** Chapter Review videos on DVD are now included with all new copies of this book. The videos feature technologies found in the book and the worked-out Chapter Review exercises. This is an excellent resource for students who have missed class or wish to review a topic. It is also an excellent resource for instructors involved with distance learning, individual study, or self-paced learning programs.

**Minitab 16** The original Eleventh Edition of *Elementary Statistics* was based on Minitab Release 15. This Technology Update includes updates for the newer Minitab Release 16. Among other improvements, Minitab Release 16 now features a new main menu item of Assistant. The Assistant main menu item allows you to open several new features, including Graphical Analysis, Hypothesis Tests, Regression, and Control Charts. Selecting these options allows you to obtain greater assistance with selecting the correct procedure or option, and the final displayed results are much more extensive.

**Excel 2010** The original printing of the Eleventh Edition of *Elementary Statistics* includes references to Excel 2003 and Excel 2007, but Excel 2010 became available in June of 2010. This Technology Update Edition includes references for Excel 2010 when there are differences from those earlier versions. The Excel data sets on the enclosed CD continue to work with Excel 2010.
Statistics is used everywhere—from opinion polls to clinical trials in medicine, statistics influences and shapes the world around us. *Elementary Statistics* illustrates the relationship between statistics and our world with a variety of real applications bringing life to abstract theory.

**This Eleventh Edition was written with several goals:**

- Provide new and interesting data sets, examples, and exercises.
- Foster personal growth of students through critical thinking, use of technology, collaborative work, and development of communication skills.
- Incorporate the latest and best methods used by professional statisticians.
- Include information personally helpful to students, such as the best job search methods and the importance of avoiding mistakes on résumés.
- Provide the largest and best set of supplements to enhance teaching and learning.

This book reflects recommendations from the American Statistical Association and its *Guidelines for Assessment and Instruction in Statistics Education* (GAISE). Those guidelines suggest the following objectives and strategies.

1. **Emphasize statistical literacy and develop statistical thinking:** Each exercise set begins with Statistical Literacy and Critical Thinking exercises. Many of the book’s exercises are designed to encourage statistical thinking rather than the blind use of mechanical procedures.

2. **Use real data:** 93% of the examples and 82% of the exercises use real data.

3. **Stress conceptual understanding rather than mere knowledge of procedures:** Exercises and examples involve conceptual understanding, and each chapter also includes a Data to Decision project.

4. **Foster active learning in the classroom:** Each chapter ends with several Cooperative Group Activities.

5. **Use technology for developing conceptual understanding and analyzing data:** Computer software displays are included throughout the book. Special Using Technology subsections include instruction for using the software. Each chapter includes a Technology Project, Internet Project, and Applet Project. The CD-ROM included with the book includes free text-specific software (STATDISK) and the Appendix B data sets formatted for several different technologies.

6. **Use assessments to improve and evaluate student learning:** Assessment tools include an abundance of section exercises, Chapter Review Exercises, Cumulative Review Exercises, Chapter Quick Quizzes, activity projects, and technology projects.
Audience/Prerequisites

*Elementary Statistics* is written for students majoring in any subject. Algebra is used minimally, but students should have completed at least a high school or college elementary algebra course. In many cases, underlying theory behind topics is included, but this book does not require the mathematical rigor more suitable for mathematics majors.

Changes in this Edition

- **Exercises** This Eleventh Edition includes 2011 exercises (13% more than the Tenth Edition), and 87% of them are new. 82% of the exercises use real data (compared to 53% in the Tenth Edition). Each chapter now includes a 10-question Chapter Quick Quiz.

- **Examples** Of this edition’s 257 examples, 86% are new, and 93% involve real data. Examples are now numbered consecutively within each section.

- **Chapter Problems** All Chapter Problems are new.

- **Organization**
  
  - **New Sections** 1-2: Statistical Thinking; 2-5: Critical Thinking: Bad Graphs
  
  - **Combined Section** 3-4: Measures of Relative Standing and Boxplots

  - **New topics** added to Section 2-4: Bar graphs and multiple bar graphs

  - **Glossary** (Appendix C in the Tenth Edition) has been moved to the CD-ROM and is available in MyStatLab.

- **Margin Essays** Of 122 margin essays, 15% are new; many others have been updated. New topics include iPod Random Shuffle, Mendel’s Data Falsified, and Speeding Out-of-Towners Ticketed More.

- **New Features**
  
  - **Chapter Quick Quiz** with 10 exercises is now included near the end of each chapter.

  **CAUTION**

  “Cautions” draw attention to potentially serious errors throughout the book.

An **Applet Project** is now included near the end of each chapter.

Exercises

Many exercises require the *interpretation* of results. Great care has been taken to ensure their usefulness, relevance, and accuracy. Exercises are arranged in order of increasing difficulty by dividing them into two groups: (1) Basic Skills and Concepts and (2) Beyond the Basics. Beyond the Basics exercises address more difficult concepts or require a stronger mathematical background. In a few cases, these exercises introduce a new concept.

**Real data:** Hundreds of hours have been devoted to finding data that are real, meaningful, and interesting to students. In addition, some exercises refer to the 24 large data sets listed in Appendix B. Those exercises are located toward the end of each exercise set, where they are clearly identified.

Technology

*Elementary Statistics* can be used without a specific technology. For instructors who choose to supplement the course with specific technology, both in-text and supplemental materials are available.
Technology in the Textbook: There are many technology output screens throughout the book. Some exercises are based on displayed results from technology. Where appropriate, sections end with a Using Technology subsection that includes instruction for STATDISK, Minitab®, Excel®, or a TI-83/84 Plus® calculator. (Throughout this text, “TI-83/84 Plus” is used to identify a TI-83 Plus, TI-84 Plus, or TI-Nspire calculator with the TI-84 Plus keypad installed.) The end-of-chapter features include a Technology Project, Internet Project, Applet Project, and StatCrunch Project.

Technology Supplements

- On the CD-ROM:

  STATDISK statistical software. New features include Normality Assessment, modified boxplots, and the ability to handle more than nine columns of data.

  Appendix B data sets formatted for Minitab, Excel, SPSS, SAS, and JMP, and also available as text files. Additionally, the CD-ROM contains these data sets as an APP for the TI-83/84 Plus calculator, and includes supplemental programs for the TI-83/84 Plus calculator.

  Extra data sets, applets, and Data Desk XL (DDXL, an Excel add-in).

  Statistics at Work interviews are included, with professionals who use statistics in day-to-day work.

- Separate manuals/workbooks are available for STATDISK, Minitab, Excel, SPSS®, SAS®, and the TI-83/84 Plus and TI-Nspire calculators.

- Study Cards are available for various technologies.

- PowerPoint® Lecture Slides, Active Learning Questions, and the TestGen computerized test generator are available for instructors on the Instructor Resource Center.

- On the DVD-ROM:

  Videos on DVD feature technologies found in the book and the worked-out Chapter Review exercises.

Flexible Syllabus

This book’s organization reflects the preferences of most statistics instructors, but there are two common variations:

- Early coverage of correlation & regression: Some instructors prefer to cover the basics of correlation and regression early in the course. Sections 10-2 (Correlation) and 10-3 (Regression) can be covered early. Simply limit coverage to Part 1 (Basic Concepts) in each of those two sections.

- Minimum probability: Some instructors prefer extensive coverage of probability, while others prefer to include only basic concepts. Instructors preferring minimum coverage can include Section 4-2 while skipping the remaining sections of Chapter 4, as they are not essential for the chapters that follow. Many instructors prefer to cover the fundamentals of probability along with the basics of the addition rule and multiplication rule, and those topics can be covered with Sections 4-1 through 4-4. Section 4-5 includes conditional probability, and the subsequent sections cover simulation methods and counting (including permutations and combinations).

Hallmark Features

Great care has been taken to ensure that each chapter of Elementary Statistics will help students understand the concepts presented. The following features are designed to help meet that objective:

Chapter-opening features:

- A list of chapter sections previews the chapter for the student.
- A chapter-opening problem, using real data, motivates the chapter material.
The first section is a brief review of relevant earlier concepts, and previews the chapter's objectives.

End-of-chapter features:

A Chapter Review summarizes the key concepts and topics of the chapter.

Statistical Literacy and Critical Thinking exercises address chapter concepts.

A Chapter Quick Quiz provides ten review questions that require brief answers.

Review Exercises offer practice on the chapter concepts and procedures.

Cumulative Review Exercises reinforce earlier material.

A Technology Project provides an activity for STATDISK, Minitab, Excel, or a TI-83/84 Plus calculator.

An Internet Project provides an activity for use of the Internet.

An Applet Project provides an activity for use of the applet included on the CD-ROM.

A StatCrunch Project gives students experience solving a chapter problem using StatCrunch statistical software.

From Data to Decision is a capstone problem that requires critical thinking and writing.

Cooperative Group Activities encourage active learning in groups.

Real Data Sets Appendix B contains printed versions of 24 large data sets referenced throughout the book, including 8 that are new and 2 others that have been updated. These data sets are also available on the companion Web site and the CD-ROM bound in the back of new copies of the book.

Margin Essays The text includes 122 margin essays (15% new), which illustrate uses and abuses of statistics in real, practical, and interesting applications.

Flowcharts The text includes 20 flowcharts that appear throughout the text to simplify and clarify more complex concepts and procedures. Animated versions of the text's flowcharts are available within MyStatLab and MathXL.

Top 20 Topics The most important topics in any introductory statistics course are identified in the text with the icon. Students using MyStatLab have access to additional resources for learning these topics with definitions, animations, and video lessons.

Quick-Reference Endpapers Tables A-2 and A-3 (the normal and t distributions) are reproduced on inside cover pages. A symbol table is included at the front of the book for quick and easy reference to key symbols.

Detachable Formula and Table Card This insert, organized by chapter, gives students a quick reference for studying, or for use when taking tests (if allowed by the instructor). It also includes the most commonly used tables.

CD-ROM: The CD-ROM was prepared by Mario F. Triola and is bound into the back of every new copy of the book. It contains the data sets from Appendix B (available as txt files), Minitab worksheets, SPSS files, SAS files, JMP files, Excel workbooks, and a TI-83/84 Plus application. The CD also includes a section on Bayes' Theorem, Statistics at Work interviews, a glossary, programs for the TI-83/84 Plus graphing calculator, STATDISK Statistical Software (Version 11), and the Excel add-in DDXL, which is designed to enhance the capabilities of Excel's statistics programs.
Supplements

For the Student


The following technology manuals include instructions, examples from the main text, and interpretations to complement those given in the text.


Study Cards for Statistics Software

This series of study cards, available for Excel, Minitab, JMP, SPSS, R, StatCrunch, and TI-83/84 graphing calculators provides students with easy step-by-step guides to the most common statistics software. Visit myPearsonstore.com for more information.

For the Instructor


Testing System: Not only is there an online test bank, there is also a computerized test generator, TestGen®. TestGen enables instructors to build, edit, print, and administer tests using a computerized bank of questions developed to cover all the objectives of the text. TestGen is algorithmically based, allowing instructors to create multiple but equivalent versions of the same question or test with the click of a button. Instructors can also modify test bank questions or add new questions. Tests can be printed or administered online. The software and online test bank are available for download from Pearson Education’s online catalog. (Test bank ISBN-13: 978-0-321-57087-1; ISBN-10: 0-321-57087-1)

PowerPoint® Lecture Slides: Free to qualified adopters, this classroom lecture presentation software is geared specifically to the sequence and philosophy of Elementary Statistics. Key graphics from the book are included to help bring the statistical concepts alive in the classroom. The PowerPoint Lecture Slides are available for download within MyStatLab and from the Pearson Education online catalog.

Active Learning Questions: Prepared in PowerPoint®, these questions are intended for use with classroom response systems. Several multiple-choice questions are available for each section of the book, allowing instructors to quickly assess mastery of material in class. The Active Learning Questions are available for download from within MyStatLab® and from Pearson Education’s online catalog at www.pearsonhighered.com/irc.
Technology Resources

• On the CD-ROM
  – Appendix B data sets formatted for Minitab, SPSS, SAS, Excel, JMP, and as text files. Additionally, the CD-ROM contains these data sets as an APP for the TI-83/84 Plus calculators, and includes supplemental programs for the TI-83/84 Plus calculator.
  – STATDISK statistical software. New features include Normality Assessment, modified boxplots, and the ability to handle more than nine columns of data.
  – Statistics at Work interviews.
  – Extra data sets and applets.

• On the DVD-ROM
  – Videos on DVD contain worked solutions for all of the book’s chapter review exercises.

• Videos on DVD have been expanded and now supplement most sections in the book, with many topics presented by the author. The videos feature technologies found in the book and the worked-out Chapter Review exercises. This is an excellent resource for students who have missed class or wish to review a topic. It is also an excellent resource for instructors involved with distance learning, individual study, or self-paced learning programs. These DVDs also contain optional English and Spanish captioning. (Videos on DVD ISBN-13: 978-0-321-57079-6; ISBN-10: 0-321-57079-0).

• Triola Elementary Statistics Web site: This Web site may be accessed at http://www.pearsonhighered.com/triola and provides Internet projects keyed to every chapter of the text, plus the book’s data sets.

• MyStatLab™ MyStatLab (part of the MyMathLab® and MathXL® product family) is a text-specific, easily customizable online course that integrates interactive multimedia instruction with textbook content. Powered by CourseCompass™ (Pearson Education’s online teaching and learning environment) and MathXL (our online homework, tutorial, and assessment system), MyStatLab gives you the tools you need to deliver all or a portion of your course online, whether your students are in a lab setting or working from home. MyStatLab provides a rich and flexible set of course materials, featuring free-response tutorial exercises for unlimited practice and mastery. Students can also use online tools, such as video lectures, animations, and a multimedia textbook, to independently improve their understanding and performance. Instructors can use MyStatLab’s homework and test managers to select and assign online exercises correlated directly to the textbook, and they can also create and assign their own online exercises and import TestGen tests for added flexibility. MyStatLab’s online gradebook—designed specifically for mathematics and statistics—automatically tracks students’ homework and test results and gives the instructor control over how to calculate final grades. Instructors can also add offline (paper-and-pencil) grades to the gradebook. MyStatLab also includes access to Pearson Tutor Services, which provides students with tutoring via toll-free phone, fax, email, and interactive Web sessions. MyStatLab is available to qualified adopters. For more information, visit our Web site at www.mystatlab.com or contact your sales representative.

• MathXL® for Statistics
MathXL® for Statistics is a powerful online homework, tutorial, and assessment system that accompanies Pearson textbooks in statistics. With MathXL for Statistics, instructors can create, edit, and assign online homework and tests using algorithmically generated exercises correlated at the objective level to the textbook. They can also create and assign their own online exercises and import TestGen tests for added flexibility. All student work is tracked in MathXL’s online gradebook. Students can take chapter tests in MathXL and receive personalized study plans based on their test results. The study plan diagnoses weaknesses and links students directly to tutorial exercises for the objectives they need to study and retest. Students can also access supplemental animations and video clips directly from selected exercises. MathXL for Statistics is available to qualified adopters. For more information, visit www.mathxl.com, or contact your sales representative.

• StatCrunch™
StatCrunch™ is an online statistical software website that allows users to perform complex analyses, share data sets, and generate compelling reports of their data. Developed by programmers and statisticians, StatCrunch already has more than ten thousand data sets available for students to analyze, covering almost any topic of interest. Interactive graphics are embedded to help users understand statistical concepts and
are available for export to enrich reports with visual representations of data. Additional features include:

- A full range of numerical and graphical methods that allow users to analyze and gain insights from any data set.
- Flexible upload options that allow users to work with their .txt or Excel® files, both online and offline.
- Reporting options that help users create a wide variety of visually-appealing representations of their data.

StatCrunch is available to qualified adopters. For more information, visit our website at www.statcrunch.com, or contact your Pearson representative.

- **ActivStats®,** developed by Paul Velleman and Data Description, Inc., is an award-winning multimedia introduction to statistics and a comprehensive learning tool that works in conjunction with the book. It complements this text with interactive features such as videos of real-world stories, teaching applets, and animated expositions of major statistics topics. It also contains tutorials for learning a variety of statistics software, including Data Desk®, Excel, JMP, Minitab, and SPSS. Homework problems and data sets from the Triola text are included (ActivStats for Windows and Macintosh ISBN-13: 978-0-321-50014-4; ISBN-10: 0-321-50014-8). Contact your Pearson Arts & Sciences sales representative for details or visit http://www.pearsonhighered.com/activstats.

- **The Student Edition of Minitab** is a condensed version of the Professional release of Minitab statistical software. It offers the full range of statistical methods and graphical capabilities, along with worksheets that can include up to 10,000 data points. Individual copies of the software can be bundled with the text (ISBN-13: 978-0-321-11313-9; ISBN-10: 0-321-11313-6) (CD only).


- **XLStat for Pearson** is an add-on that enhances the analytical capabilities of Excel. Developed in 1993, XLStat is used by leading businesses and universities around the world. It is compatible with all Excel versions from version 97 to version 2010 (except 2008 for Mac) and is compatible with the Windows 9x through Windows 7 systems, as well as with the PowerPC and Intel-based Mac systems. For more information, visit http://www.pearsonhighered.com/xlstat.
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Curriculum Planning (E), 35
Curving Test Scores (BB), 275
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Win $1,000,000 for ESP (M), 416
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Norovirus on Cruise Ships (E), 470, 609
PET/CT Compared to MRI (E), 617
Placebo Effect (M), 251
Polio Experiment (M), 466
Predicting Measles Immunity (E), 616
Pregnancy Test Results (DD), 199
Prescription Pills (E), 36
Process of Drug Approval (M), 417
Pulse Rates (R), 38, 76; (IE), 47, 48, 50, 51, 60, 61, 62, 123, 124; (E), 57, 67, 68, 75, 97, 113, 355, 369, 379, 448, 449, 482, 493; (BB), 59, 70, 551; (CGA), 79, 513, 582, 739; (TP), 78; (SCP), 389
Radiation Effects (E), 471
Radiation in Baby Teeth (E), 54, 58, 68, 96, 111, 128, 485, 504, 684
Reye's Syndrome (BB), 299
SDS (E), 25
Smoking and Cancer (E), 73, 693
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Smoking Treatments (E), 53, 233, 615–616; (BB), 411; (R), 620
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Zinc Treatment (E), 503
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Employee Perceptions (E), 423, 471, 472
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Job Interviews (E), 216
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Reasons for Being Fired (R), 242
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(CGA), 387, 457
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(CGA), 245, 457
Florence Nightingale (M), 62
Gender in a Family (M), 277
Gender of Children (IE), 143, 148, 171,
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Gender Selection (IE), 8, 178, 179, 187, 393,
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Heights of Supermodels (E), 441, 449, 483,
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Longevity (BB), 98, 487; (E), 485, 684;
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Measuring Disobedience (M), 13
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Number of Girls (E), 214, 216
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Palm Reading (M), 525
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Predicting Sex of Baby (IE), 416–417, 418;
(E), 422, 423, 673
Prospective National Children's Study (M), 30
Racial Profiling (E), 23
Reaction Time (BB), 497; (CGA), 513, 582
Tall Clubs International (E), 273
Tactile Sensitivity (E), 34, 234, 342, 420
Twins (E), 177, 678
Victims of Terrorism (BB), 36
Weights of Men and Women (IE), 109,
114, 126, 347; (E), 126, 353, 557, 649;
(R), 577
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Interpreting Political Polling (BB), 17
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Line Item Veto (IE), 21
Political Contributions (E), 597
Political Party Choice (CGA), 624
Presidential Election (E), 36, 148, 233, 421,
706; (R), 39; (IE), 142; (M), 179
Senators in Congress (IE), 12, 27; (E), 16, 149
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Voting Behavior (IE), 20; (E), 733
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705; (IE), 208
Changing Populations (M), 46, 86
Crime and Abortions (CGA), 42
Crime
Crowd Size (M), 361
Deaths From Motor Vehicles and Murder (R), 196; (E), 238, 574; (IE), 703
Drug Testing (E), 158, 232, 421
Drug Use in College (E), 469, 470
Ergonomics (E), 35; (R), 130; (CR), 621
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(CGA), 200
Population in 2020 (IE), 571
Population in 2050 (E), 575
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Helmer Use and Head Injuries (E), 194; (R), 195

Home Field Advantage (M), 418; (E), 606
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Steroid Testing (E), 175
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Sports Hot Streaks (M), 702

Student Survey (BB), 36; (E), 225

Sudoku Poll (R), 196

Survey Medium Can Affect Results (M), 631

Survey of Voters (E), 307, 341

Survey Refusals and Age Bracket (E), 158

Survey Results (CP), 45; (IE), 71

Survey of Car Owners (R), 39, 383; (CR), 113

Survey of Executives (CR), 77, 78

Survey of Married Couples (CGA), 512

Survey of Politicians (E), 225

Survey of Voters (E), 307, 341

Survey of Women's Groups (M), 404

Survey of Married Couples (CGA), 512

Survey of Executives (CR), 77, 78

Survey Refusals and Age Bracket (E), 158

Survey Responses (IE), 14, 22, 23, 24

Survey Results (CP), 45; (IE), 71
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**Transportation**
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AVT Accidents (BB), 11

Average Speed (BB), 98

Braking Distances (E), 74, 317, 352, 483, 504, 682

Bumped from a Flight (E), 150

Bumper Stickers (E), 216

Car Acceleration Times (E), 77

Car Crashes (E), 94, 110, 148, 176

Car Crash Costs (E), 441

Car Crash Tests (CP), 627; (IE), 630, 643, 646, 647, 687–688; (R), 383

Cost of Flying (E), 96, 111, 494, 533, 549, 672

Distances Traveled by Cars (IE), 15; (E), 58

Do Air Bags Save Lives? (IE), 464, 466

Driving and Cell Phones (E), 420

Driving and Texting (E), 420

Femur Injury in a Car Crash (E), 641, 690; (R), 709

Flat Tire and Missed Class (E), 594

Ford and Mazda Producing Similar Transmissions (M), 499

Fuel Consumption Rate (BB), 11; (E), 95, 111, 494, 496, 672, 690

Head Injury in a Car Crash (R), 383; (E), 641, 650, 690

Highway Speeds (E), 439, 441

Jet Engines (M), 161

Lost Baggage (IE), 20

Motor Vehicles Produced in the U.S. (E), 573

Motorcycle Fatalities (CGA), 79

Motorcycle Helmets and Injuries (E), 24, 610; (CR), 40

Navigation Equipment Used in Aircraft (M), 356

Operational Life of an Airplane (M), 141

Overbooking Flights (E), 214, 227, 308; (TP), 244; (BB), 308

Pedestrian Walk Buttons (E), 16

Probability of a Car Crash (IE), 141

Reaction Time (E), 365, 378

Safe Loads in Aircraft and Boats (CP), 249; (E), 308; (IE), 426, 427, 428, 434

Safest Airplane Seats (M), 591

Safest Car Seats (M), 590

Seat Belt Use (E), 410, 470, 610

Tests of Child Booster Seats (E), 94, 110, 441

Titanic Survivors (E), 16, 53; (CR), 195

Train Derailments (E), 55, 69

Travel Time to Work (E), 37

Water Taxi Safety (E), 290; (E), 274, 296

**Surveys and Opinion Polls**

America Online Survey (E), 17, 24, 25, 268, 342, 382, 420, 423; (CGA), 42; (IE), 143; (CR), 197, 737

Bad Question (E), 24

Cloning Survey (E), 17; (R), 383

Consumer Survey (E), 17; (CGA), 42

Curbstoning (M), 330

Detecting Phony Data (M), 19

“Do Not Call” Registry (DD), 386

Ethics in Reporting (R), 196; (M), 680

Exit Polls (E), 35, 36; (CR), 132

Falsifying Data (BB), 26

Gallup Poll (IE), 19; (E), 25, 35, 37, 168, 225, 231, 232, 404, 416, 464; (R), 38

Good Housekeeping Survey (E), 24

Health Survey (E), 17

Influence of Gender (E), 36; (CGA), 512; (IE), 604–605; (BB), 610

Internet Survey (IE), 303–305; (E), 306, 409

Literary Digest Poll (CP), 3; (IE), 4, 12, 19, 26; (E), 37

Mail Survey (E), 23, 306; (IE), 301–303

Merrill Lynch Client Survey (E), 24

Poll Accuracy (BB), 344

Poll Confidence Level (E), 169

Poll Resistance (M), 643

Poll Results (E), 16, 73, 339, 340; (DD), 456

Polls and Psychologists (M), 686

Pre-Election Poll (R), 40; (M), 464

Public Polling (SW), CD-ROM

Push Polling (M), 371

Questionnaires to Women’s Groups (M), 404

Repeated Callbacks (M), 219

Smoking Survey (E), 11, 35, 468

Student Survey (BB), 36; (E), 225

Sudoku Poll (R), 196

Survey Medium Can Affect Results (M), 631

Survey of Car Owners (R), 39, 383; (CR), 510

Survey of Executives (CR), 77, 78

Survey of Married Couples (CGA), 512

Survey of Politicians (E), 225

Survey of Voters (E), 307, 341

Survey Refusals and Age Bracket (E), 158

Survey Responses (IE), 14, 22, 23, 24

Survey Results (CP), 45; (IE), 71

Telephone Polls and Surveys (E), 17, 365

What’s Wrong With This Picture? (BB), 26
Founded in 1890, the Literary Digest magazine was famous for its success in conducting polls to predict winners in presidential elections. The magazine correctly predicted the winners in the presidential elections of 1916, 1920, 1924, 1928, and 1932. In the 1936 presidential contest between Alf Landon and Franklin D. Roosevelt, the magazine sent out 10 million ballots and received 1,293,669 ballots for Landon and 972,897 ballots for Roosevelt, so it appeared that Landon would capture 57% of the vote. The size of this poll is extremely large when compared to the sizes of other typical polls, so it appeared that the poll would correctly predict the winner once again. James A. Farley, Chairman of the Democratic National Committee at the time, praised the poll by saying this: “Any sane person cannot escape the implication of such a gigantic sampling of popular opinion as is embraced in The Literary Digest straw vote. I consider this conclusive evidence as to the desire of the people of this country for a change in the National Government. The Literary Digest poll is an achievement of no little magnitude. It is a poll fairly and correctly conducted.” Well, Landon received 16,679,583 votes to the 27,751,597 votes cast for Roosevelt. Instead of getting 57% of the vote as suggested by the Literary Digest poll, Landon received only 37% of the vote. The results for Roosevelt are shown in Figure 1-1. The Literary Digest magazine suffered a humiliating defeat and soon went out of business.

In that same 1936 presidential election, George Gallup used a much smaller poll of 50,000 subjects, and he correctly predicted that Roosevelt would win. How could it happen that the larger Literary Digest poll could be wrong by such a large margin? What went wrong? As you learn about the basics of statistics in this chapter, we will return to the Literary Digest poll and explain why it was so wrong in predicting the winner of the 1936 presidential contest.

**Figure 1-1** Poll Results for the Roosevelt–Landon Election
Chapter 1
Introduction to Statistics

1-1 Review and Preview

The first section of each of the Chapters 1 through 14 begins with a brief review of what preceded the chapter, and a preview of what the chapter includes. This first chapter isn’t preceded by much of anything except the Preface, and we won’t review that (most people don’t even read it in the first place). However, we can review and formally define some statistical terms that are commonly used. The Chapter Problem discussed the Literary Digest poll and George Gallup’s poll, and both polls used sample data. Polls collect data from a small part of a larger group so that we can learn something about the larger group. This is a common and important goal of statistics: Learn about a large group by examining data from some of its members. In this context, the terms sample and population have special meanings. Formal definitions for these and other basic terms are given here.

Data are collections of observations (such as measurements, genders, survey responses).

Statistics is the science of planning studies and experiments, obtaining data, and then organizing, summarizing, presenting, analyzing, interpreting, and drawing conclusions based on the data.

A population is the complete collection of all individuals (scores, people, measurements, and so on) to be studied. The collection is complete in the sense that it includes all of the individuals to be studied.

A census is the collection of data from every member of the population.

A sample is a subcollection of members selected from a population.

For example, the Literary Digest poll resulted in a sample of 2.3 million respondents. Those respondents constitute a sample, whereas the population consists of the entire collection of all adults eligible to vote. In this book we demonstrate how to use sample data to form conclusions about populations. It is extremely important to obtain sample data that are representative of the population from which the data are drawn. As we proceed through this chapter and discuss types of data and sampling methods, we should focus on these key concepts:

• Sample data must be collected in an appropriate way, such as through a process of random selection.

• If sample data are not collected in an appropriate way, the data may be so completely useless that no amount of statistical torturing can salvage them.

1-2 Statistical Thinking

Key Concept This section introduces basic principles of statistical thinking used throughout this book. Whether conducting a statistical analysis of data that we have collected, or analyzing a statistical analysis done by someone else, we should not rely on blind acceptance of mathematical calculations. We should consider these factors:

• Context of the data

• Source of the data

• Sampling method
• Conclusions
• Practical implications

In learning how to think statistically, common sense and practical considerations are typically much more important than implementation of cookbook formulas and calculations.

Statistics involves the analysis of data, so let’s begin by considering the data in Table 1-1.

Table 1-1 Data Used for Analysis

<table>
<thead>
<tr>
<th>x</th>
<th>56</th>
<th>67</th>
<th>57</th>
<th>60</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>53</td>
<td>66</td>
<td>58</td>
<td>61</td>
<td>68</td>
</tr>
</tbody>
</table>

After completing an introductory statistics course, we are armed with many statistical tools. In some cases, we are “armed and dangerous” if we jump in and start calculations without considering some critically important “big picture” issues. In order to properly analyze the data in Table 1-1, we must have some additional information. Here are some key questions that we might pose to get this information: What is the context of the data? What is the source of the data? How were the data obtained? What can we conclude from the data? Based on statistical conclusions, what practical implications result from our analysis?

**Context**
As presented in Table 1-1, the data have no context. There is no description of what the values represent, where they came from, and why they were collected. Such a context is given in Example 1.

**Example 1**

**Context for Table 1-1** The data in Table 1-1 are taken from Data Set 3 in Appendix B. The entries in Table 1-1 are weights (in kilograms) of Rutgers students. The x values are weights measured in September of their freshman year, and the y values are their corresponding weights measured in April of the following spring semester. For example, the first student had a September weight of 56 kg and an April weight of 53 kg. These weights are included in a study described in “Changes in Body Weight and Fat Mass of Men and Women in the First Year of College: A Study of the ‘Freshman 15,’” by Hoffman, Policastro, Quick, and Lee, *Journal of American College Health*, Vol. 55, No. 1. The title of the article tells us the goal of the study: Determine whether college students actually gain 15 pounds during their freshman year, as is commonly believed according to the “Freshman 15” legend.

The described context of the data in Table 1-1 shows that they consist of matched pairs. That is, each x-y pair of values has a “before” weight and an “after” weight for one particular student included in the study. An understanding of this context will directly affect the statistical procedures we use. Here, the key issue is whether the changes in weight appear to support or contradict the common belief that college students typically gain 15 lb during their freshman year. We can address this issue by using methods presented later in this book. (See Section 9-4 for dealing with matched pairs.)

If the values in Table 1-1 were numbers printed on the jerseys of Rutgers basketball players, where the x-values are from the men’s team and the y-values are from the women’s team, then this context would suggest that there is no meaningful statistical
Ethics in Statistics

Misuses of statistics often involve ethical issues. It was clearly unethical and morally and criminally wrong when researchers in Tuskegee, Alabama, withheld the effective penicillin treatment to syphilis victims so that the disease could be studied. That experiment continued for a period of 27 years.

Fabricating results is clearly unethical, but a more subtle ethical issue arises when authors of journal articles sometimes omit important information about the sampling method, or results from other data sets that do not support their conclusions. John Bailar was a statistical consultant to the New England Journal of Medicine when, after reviewing thousands of medical articles, he observed that statistical reviews often omitted critical information, and the missing information. The effect was that the authors’ conclusions appear to be stronger than they should have been.

Some basic principles of ethics are: (1) all subjects in a study must give their informed consent; (2) all results from individuals must remain confidential; (3) the well-being of study subjects must always take precedence over the benefits to society.

Source of Data

Consider the source of the data, and consider whether that source is likely to be objective or there is some incentive to be biased.

Example 2

Source of the Data in Table 1-1 Reputable researchers from the Department of Nutritional Sciences at Rutgers University compiled the measurements in Table 1-1. The researchers have no incentive to distort or spin results to support some self-serving position. They have nothing to gain or lose by distorting results. They were not paid by a company that could profit from favorable results. We can be confident that these researchers are unbiased and they did not distort results.

Not all studies have such unbiased sources. For example, Kiwi Brands, a maker of shoe polish, commissioned a study that led to the conclusion that wearing scuffed shoes was the most common reason for a male job applicant to fail to make a good first impression. Physicians who receive funding from drug companies conduct some clinical experiments of drugs, so they have an incentive to obtain favorable results. Some professional journals, such as Journal of the American Medical Association, now require that physicians report such funding in journal articles. We should be vigilant and skeptical of studies from sources that may be biased.

Sampling Method

If we are collecting sample data for a study, the sampling method that we choose can greatly influence the validity of our conclusions. Sections 1-4 and 1-5 will discuss sampling methods in more detail, but for now note that voluntary response (or self-selected) samples often have a bias, because those with a special interest in the subject are more likely to participate in the study. In a voluntary response sample, the respondents themselves decide whether to be included. For example, the ABC television show Nightline asked viewers to call with their opinion about whether the United Nations headquarters should remain in the United States. Viewers then decided themselves whether to call with their opinions, and those with strong feelings about the topic were more likely to call. We can use sound statistical methods to analyze voluntary response samples, but the results are not necessarily valid. There are other sampling methods, such as random sampling, that are more likely to produce good results. See the discussion of sampling strategies in Section 1-5.

Example 3

Sampling Used for Table 1-1 The weights in Table 1-1 are from the larger sample of weights listed in Data Set 3 of Appendix B. Researchers obtained those data from subjects who were volunteers in a health assessment conducted in September of their freshman year. All of the 217 students who participated in the September assessment were invited for a follow-up in the spring, and 67 of those students responded and were measured again in the last two weeks of April. This sample is a voluntary response sample. The researchers wrote that “the sample obtained was not random and may have introduced self-selection bias.” They elaborated on the potential for bias by specifically listing particular potential sources of bias, such as the response of “only those students who felt comfortable enough with their weight to be measured both times.”
Not all studies and articles are so clear about the potential for bias. It is very common to encounter surveys that use self-selected subjects, yet the reports and conclusions fail to identify the limitations of such potentially biased samples.

**Conclusions** When forming a conclusion based on a statistical analysis, we should make statements that are clear to those without any understanding of statistics and its terminology. We should carefully avoid making statements not justified by the statistical analysis. For example, Section 10-2 introduces the concept of a *correlation*, or association between two variables, such as smoking and pulse rate. A statistical analysis might justify the statement that there is a correlation between the number of cigarettes smoked and pulse rate, but it would not justify a statement that the number of cigarettes smoked causes a person’s pulse rate to change. Correlation does not imply causality.

**Example 4** Conclusions from Data in Table 1-1 Table 1-1 lists before and after weights of five subjects taken from Data Set 3 in Appendix B. Those weights were analyzed with conclusions included in “Changes in Body Weight and Fat Mass of Men and Women in the First Year of College: A Study of the ‘Freshman 15,’” by Hoffman, Policastro, Quick, and Lee, *Journal of American College Health*, Vol. 55, No. 1. In analyzing the data in Table 1-1, the investigators concluded that the freshman year of college is a time during which weight gain occurs. But the investigators went on to state that in the small nonrandom group studied, the weight gain was less than 15 pounds, and this amount was not universal. They concluded that the “Freshman 15” weight gain is a myth.

**Practical Implications** In addition to clearly stating conclusions of the statistical analysis, we should also identify any practical implications of the results.

**Example 5** Practical Implications from Data in Table 1-1 In their analysis of the data collected in the “Freshman 15” study, the researchers point out some practical implications of their results. They wrote that “it is perhaps most important for students to recognize that seemingly minor and perhaps even harmless changes in eating or exercise behavior may result in large changes in weight and body fat mass over an extended period of time.” Beginning freshman college students should recognize that there could be serious health consequences resulting from radically different diet and exercise routines.

The *statistical significance* of a study can differ from its *practical significance*. It is possible that, based on the available sample data, methods of statistics can be used to reach a conclusion that some treatment or finding is effective, but common sense might suggest that the treatment or finding does not make enough of a difference to justify its use or to be practical.

**Example 6** Statistical Significance versus Practical Significance In a test of the Atkins weight loss program, 40 subjects using that program had a mean weight loss of 2.1 lb after one year (based on data from “Comparison of the Atkins, Ornish, continued
Statistical Significance  

Statistical significance is a concept we will consider at length throughout this book. To prepare for those discussions, Examples 7 and 8 illustrate the concept in a simple setting.

**Example 7**

Statistical Significance The Genetics and IVF Institute in Fairfax, Virginia developed a technique called MicroSort, which supposedly increases the chances of a couple having a baby girl. In a preliminary test, researchers located 14 couples who wanted baby girls. After using the MicroSort technique, 13 of them had girls and one couple had a boy. After obtaining these results, we have two possible conclusions:

1. The MicroSort technique is not effective and the result of 13 girls in 14 births occurred by chance.

2. The MicroSort technique is effective, and couples who use the technique are more likely to have baby girls, as claimed by the Genetics and IVF Institute.

When choosing between the two possible explanations for the results, statisticians consider the likelihood of getting the results by chance. They are able to determine that if the MicroSort technique has no effect, then there is about 1 chance in 1000 of getting results like those obtained here. Because that likelihood is so small, statisticians conclude that the results are statistically significant, so it appears that the MicroSort technique is effective.

**Example 8**

Statistical Significance Instead of the result in Example 7, suppose the couples had 8 baby girls in 14 births. We can see that 8 baby girls is more than the 7 girls that we would expect with an ineffective treatment. However, statisticians can determine that if the MicroSort technique has no effect, then there are roughly two chances in five of getting 8 girls in 14 births. Unlike the one chance in 1000 from the preceding example, two chances in five indicates that the results could easily occur by chance. This would indicate that the result of 8 girls in 14 births is not statistically significant. With 8 girls in 14 births, we would not conclude that the technique is effective, because it is so easy (two chances in five) to get the results with an ineffective treatment or no treatment.
What Is Statistical Thinking? Statisticians universally agree that statistical thinking is good, but there are different views of what actually constitutes statistical thinking. In this section we have described statistical thinking in terms of the ability to see the big picture and to consider such relevant factors as context, source of data, and sampling method, and to form conclusions and identify practical implications. Statistical thinking involves critical thinking and the ability to make sense of results. Statistical thinking might involve determining whether results are statistically significant, as in Examples 7 and 8. Statistical thinking is so much more than the mere ability to execute complicated calculations. Through numerous examples, exercises, and discussions, this book will develop the statistical thinking skills that are so important in today's world.

1-2 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Voluntary Response Sample What is a voluntary response sample?

2. Voluntary Response Sample Why is a voluntary response sample generally not suitable for a statistical study?

3. Statistical Significance versus Practical Significance What is the difference between statistical significance and practical significance?

4. Context of Data You have collected a large sample of values. Why is it important to understand the context of the data?

5. Statistical Significance versus Practical Significance In a study of the Weight Watchers weight loss program, 40 subjects lost a mean of 3.0 lb after 12 months (based on data from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Risk Reduction,” by Dansinger et al., Journal of the American Medical Association, Vol. 293, No. 1). Methods of statistics can be used to verify that the diet is effective. Does the Weight Watchers weight loss program have statistical significance? Does it have practical significance? Why or why not?

6. Sampling Method In the study of the Weight Watchers weight loss program from Exercise 5, subjects were found using the method described as follows: “We recruited study candidates from the Greater Boston area using newspaper advertisements and television publicity.” Is the sample a voluntary response sample? Why or why not?

In Exercises 7–14, use common sense to determine whether the given event is (a) impossible; (b) possible, but very unlikely; (c) possible and likely.

7. Super Bowl The New York Giants beat the Denver Broncos in the Super Bowl by a score of 120 to 98.

8. Speeding Ticket While driving to his home in Connecticut, David Letterman was ticketed for driving 205 mi/h on a highway with a speed limit of 55 mi/h.

9. Traffic Lights While driving through a city, Mario Andretti arrived at three consecutive traffic lights and they were all green.

10. Thanksgiving Thanksgiving day will fall on a Monday next year.

11. Supreme Court All of the justices on the United States Supreme Court have the same birthday.

12. Calculators When each of 25 statistics students turns on his or her TI-84 Plus calculator, all 25 calculators operate successfully.

13. Lucky Dice Steve Wynn rolled a pair of dice and got a total of 14.

14. Slot Machine Wayne Newton hit the jackpot on a slot machine each time in ten consecutive attempts.
In Exercises 15–18, refer to the data in the table below. The x-values are nicotine amounts (in mg) in different 100 mm filtered, non-“light” menthol cigarettes; the y-values are nicotine amounts (in mg) in different king-size nonfiltered, nonmenthol, and non-“light” cigarettes. (The values are from Data Set 4 in Appendix B.)

<table>
<thead>
<tr>
<th>x</th>
<th>1.1</th>
<th>0.8</th>
<th>1.0</th>
<th>0.9</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>1.1</td>
<td>1.7</td>
<td>1.7</td>
<td>1.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

15. Context of the Data Refer to the table of nicotine amounts. Is each x value matched with a corresponding y value, as in Table 1-1 on page 5? That is, is each x value associated with the corresponding y value in some meaningful way? If the x and y values are not matched, does it make sense to use the difference between each x value and the y value that is in the same column?

16. Source of the Data The Federal Trade Commission obtained the measured amounts of nicotine in the table. Is the source of the data likely to be unbiased?

17. Conclusion Note that the table lists measured nicotine amounts from two different types of cigarette. Given these data, what issue can be addressed by conducting a statistical analysis of the values?

18. Conclusion If we use suitable methods of statistics, we conclude that the average (mean) nicotine amount of the 100 mm filtered non-“light” menthol cigarettes is less than the average (mean) nicotine amount of the king-size nonfiltered, nonmenthol, non-“light” cigarettes. Can we conclude that the first type of cigarette is safe? Why or why not?

In Exercises 19–22, refer to the data in the table below. The x-values are weights (in pounds) of cars; the y-values are the corresponding highway fuel consumption amounts (in mi/gal). (The values are from Data Set 16 in Appendix B.)

<table>
<thead>
<tr>
<th>Weight (lb)</th>
<th>4035</th>
<th>3315</th>
<th>4115</th>
<th>3650</th>
<th>3565</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highway Fuel Consumption (mi/gal)</td>
<td>26</td>
<td>31</td>
<td>29</td>
<td>29</td>
<td>30</td>
</tr>
</tbody>
</table>

19. Context of the Data Refer to the given table of car measurements. Are the x values matched with the corresponding y values, as in Table 1-1 on page 5? That is, is each x value somehow associated with the corresponding y value in some meaningful way? If the x and y values are matched, does it make sense to use the difference between each x value and the y value that is in the same column? Why or why not?

20. Conclusion Given the context of the car measurement data, what issue can be addressed by conducting a statistical analysis of the values?

21. Source of the Data Comment on the source of the data if you are told that car manufacturers supplied the values. Is there an incentive for car manufacturers to report values that are not accurate?

22. Conclusion If we use statistical methods to conclude that there is a correlation (or relationship or association) between the weights of cars and the amounts of fuel consumption, can we conclude that adding weight to a car causes it to consume more fuel?

In Exercises 23–26, form a conclusion about statistical significance. Do not make any formal calculations. Either use results provided or make subjective judgments about the results.

23. Statistical Significance In a study of the Ornish weight loss program, 40 subjects lost a mean of 3.3 lb after 12 months (based on data from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Risk Reduction,” by
Dansinger et al., *Journal of the American Medical Association*, Vol. 293, No. 1). Methods of statistics can be used to show that if this diet had no effect, the likelihood of getting these results is roughly 3 chances in 1000. Does the Ornish weight loss program have statistical significance? Does it have practical significance? Why or why not?

24. **Mendel’s Genetics Experiments** One of Gregor Mendel’s famous hybridization experiments with peas yielded 580 offspring with 152 of those peas (or 26%) having yellow pods. According to Mendel’s theory, 25% of the offspring peas should have yellow pods. Do the results of the experiment differ from Mendel’s claimed rate of 25% by an amount that is statistically significant?

25. **Secondhand Smoke Survey** In a Gallup poll of 1038 randomly selected adults, 85% said that secondhand smoke is somewhat harmful or very harmful, but a representative of the tobacco industry claims that only 50% of adults believe that secondhand smoke is somewhat harmful or very harmful. Is there statistically significant evidence against the representative’s claim? Why or why not?

26. **Surgery versus Splints** A study compared surgery and splinting for subjects suffering from carpal tunnel syndrome. It was found that among 73 patients treated with surgery, there was a 92% success rate. Among 83 patients treated with splints, there was a 72% success rate. Calculations using those results showed that if there really is no difference in success rates between surgery and splints, then there is about 1 chance in 1000 of getting success rates like the ones obtained in this study.

a. Should we conclude that surgery is better than splints for the treatment of carpal tunnel syndrome?

b. Does the result have statistical significance? Why or why not?

c. Does the result have practical significance?

d. Should surgery be the recommended treatment for carpal tunnel syndrome?

27. **Conclusions** Refer to the city and highway fuel consumption amounts of different cars listed in Data Set 16 of Appendix B. Compare the city fuel consumption amounts and the highway fuel consumption amounts, then answer the following questions without doing any calculations.

a. Does the conclusion that the highway amounts are greater than the city amounts appear to be supported with statistical significance?

b. Does the conclusion that the highway amounts are greater than the city amounts appear to have practical significance?

c. What is a practical implication of a substantial difference between city fuel consumption amounts and highway fuel consumption amounts?

28. **ATV Accidents** The Associated Press provided an article with the headline, “ATV accidents killed 704 people in ’04.” The article noted that this is a new record high, and compares it to 617 ATV deaths the preceding year. Other data about the frequencies of injuries were included. What important value was not included? Why is it important?

### Beyond the Basics

#### Key Concept

A goal of statistics is to make inferences, or generalizations, about a population. In addition to the terms *population* and *sample*, which we defined at the start of this chapter, we need to know the meanings of the terms *parameter* and *statistic*. These new terms are used to distinguish between cases in which we have data for an entire population, and cases in which we have data for a sample only.
We also need to know the difference between *quantitative data* and *categorical data*, which distinguish between different types of numbers. Some numbers, such as those on the shirts of basketball players, are not quantities because they don’t measure or count anything, and it would not make sense to perform calculations with such numbers. In this section we describe different types of data; the type of data determines the statistical methods we use in our analysis.

In Section 1-1 we defined the terms *population* and *sample*. The following two terms are used to distinguish between cases in which we have data for an entire population, and cases in which we have data for a sample only.

**Definition**

- A *parameter* is a numerical measurement describing some characteristic of a population.
- A *statistic* is a numerical measurement describing some characteristic of a sample.

**Example 1**

1. **Parameter**: There are exactly 100 Senators in the 109th Congress of the United States, and 55% of them are Republicans. The figure of 55% is a parameter because it is based on the entire population of all 100 Senators.

2. **Statistic**: In 1936, *Literary Digest* polled 2.3 million adults in the United States, and 57% said that they would vote for Alf Landon for the presidency. That figure of 57% is a statistic because it is based on a sample, not the entire population of all adults in the United States.

Some data sets consist of numbers representing counts or measurements (such as heights of 60 inches and 72 inches), whereas others are nonnumerical (such as eye colors of green and brown). The terms *quantitative data* and *categorical data* distinguish between these types.

**Definition**

- **Quantitative (or numerical) data** consist of numbers representing counts or measurements.
- **Categorical (or qualitative or attribute) data** consist of names or labels that are not numbers representing counts or measurements.

**Example 2**

1. **Quantitative Data**: The ages (in years) of survey respondents

2. **Categorical Data**: The political party affiliations (Democrat, Republican, Independent, other) of survey respondents

3. **Categorical Data**: The numbers 24, 28, 17, 54, and 31 are sewn on the shirts of the LA Lakers starting basketball team. These numbers are substitutes for names. They don’t count or measure anything, so they are categorical data.
When we organize and report quantitative data, it is important to use the appropriate units of measurement, such as dollars, hours, feet, or meters. When we examine statistical data that others report, we must observe the information given about the units of measurement used, such as “all amounts are in thousands of dollars,” “all times are in hundredths of a second,” or “all units are in kilograms,” to interpret the data correctly. To ignore such units of measurement could lead to very wrong conclusions. NASA lost its $125 million Mars Climate Orbiter when it crashed because the controlling software had acceleration data in English units, but they were incorrectly assumed to be in metric units.

Quantitative data can be further described by distinguishing between discrete and continuous types.

**Definition**

**Discrete data** result when the number of possible values is either a finite number or a “countable” number. (That is, the number of possible values is 0 or 1 or 2, and so on.)

**Continuous (numerical) data** result from infinitely many possible values that correspond to some continuous scale that covers a range of values without gaps, interruptions, or jumps.

---

**Example 3**

1. **Discrete Data:** The numbers of eggs that hens lay are discrete data because they represent counts.

2. **Continuous Data:** The amounts of milk from cows are continuous data because they are measurements that can assume any value over a continuous span. During a year, a cow might yield an amount of milk that can be any value between 0 and 7000 liters. It would be possible to get 5678.1234 liters because the cow is not restricted to the discrete amounts of 0, 1, 2, . . . , 7000 liters.

When describing smaller amounts, correct grammar dictates that we use “fewer” for discrete amounts, and “less” for continuous amounts. It is correct to say that we drank fewer cans of cola and, in the process, we drank less cola. The numbers of cans of cola are discrete data, whereas the volume amounts of cola are continuous data.

Another common way of classifying data is to use four levels of measurement: nominal, ordinal, interval, and ratio. In applying statistics to real problems, the level of measurement of the data helps us decide which procedure to use. There will be some references to these levels of measurement in this book, but the important point here is based on common sense: Don’t do computations and don’t use statistical methods that are not appropriate for the data. For example, it would not make sense to compute an average of Social Security numbers, because those numbers are data that are used for identification, and they don’t represent measurements or counts of anything.

**Definition**

The **nominal level of measurement** is characterized by data that consist of names, labels, or categories only. The data cannot be arranged in an ordering scheme (such as low to high).
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Here are examples of sample data at the nominal level of measurement.

1. **Yes/no/undecided**: Survey responses of yes, no, and undecided (as in the Chapter Problem)
2. **Political Party**: The political party affiliations of survey respondents (Democrat, Republican, Independent, other)

Because nominal data lack any ordering or numerical significance, they should not be used for calculations. Numbers such as 1, 2, 3, and 4 are sometimes assigned to the different categories (especially when data are coded for computers), but these numbers have no real computational significance and any average calculated from them is meaningless.

**Definition**

Data are at the **ordinal level of measurement** if they can be arranged in some order, but differences (obtained by subtraction) between data values either cannot be determined or are meaningless.

Here are examples of sample data at the ordinal level of measurement.

1. **Course Grades**: A college professor assigns grades of A, B, C, D, or F. These grades can be arranged in order, but we can’t determine differences between the grades. For example, we know that A is higher than B (so there is an ordering), but we cannot subtract B from A (so the difference cannot be found).
2. **Ranks**: *U.S. News and World Report* ranks colleges. Those ranks (first, second, third, and so on) determine an ordering. However, the differences between ranks are meaningless. For example, a difference of “second minus first” might suggest 2 − 1 = 1, but this difference of 1 is meaningless because it is not an exact quantity that can be compared to other such differences. The difference between Harvard and Brown cannot be quantitatively compared to the difference between Yale and Johns Hopkins.

Ordinal data provide information about relative comparisons, but not the magnitudes of the differences. Usually, ordinal data should not be used for calculations such as an average, but this guideline is sometimes violated (such as when we use letter grades to calculate a grade-point average).

**Definition**

The **interval level of measurement** is like the ordinal level, with the additional property that the difference between any two data values is meaningful. However, data at this level do not have a natural zero starting point (where none of the quantity is present).
These examples illustrate the interval level of measurement.

1. **Temperatures:** Body temperatures of 98.2°F and 98.6°F are examples of data at this interval level of measurement. Those values are ordered, and we can determine their difference of 0.4°F. However, there is no natural starting point. The value of 0°F might seem like a starting point, but it is arbitrary and does not represent the total absence of heat.

2. **Years:** The years 1492 and 1776. (Time did not begin in the year 0, so the year 0 is arbitrary instead of being a natural zero starting point representing “no time.”)

**Definition**

The **ratio level of measurement** is the interval level with the additional property that there is also a natural zero starting point (where zero indicates that none of the quantity is present). For values at this level, differences and ratios are both meaningful.

**Example 7**

The following are examples of data at the ratio level of measurement. Note the presence of the natural zero value, and also note the use of meaningful ratios of “twice” and “three times.”

1. **Distances:** Distances (in km) traveled by cars (0 km represents no distance traveled, and 400 km is twice as far as 200 km.)

2. **Prices:** Prices of college textbooks ($0 does represent no cost, and a $100 book does cost twice as much as a $50 book.)

_Hint:_ This level of measurement is called the ratio level because the zero starting point makes ratios meaningful, so here is an easy test to determine whether values are at the ratio level: Consider two quantities where one number is twice the other, and ask whether “twice” can be used to correctly describe the quantities. Because a 400-km distance is twice as far as a 200-km distance, the distances are at the ratio level. In contrast, 50°F is not twice as hot as 25°F, so Fahrenheit temperatures are not at the ratio level. For a concise comparison and review, see Table 1-2.

**Table 1-2  Levels of Measurement**

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio</td>
<td>There is a natural zero starting point and ratios are meaningful.</td>
<td>Distances</td>
</tr>
<tr>
<td>Interval</td>
<td>Differences are meaningful, but there is no natural zero starting point and ratios are meaningless.</td>
<td>Body temperatures in degrees Fahrenheit or Celsius</td>
</tr>
<tr>
<td>Ordinal</td>
<td>Categories are ordered, but differences can’t be found or are meaningless.</td>
<td>Ranks of colleges in U.S. News and World Report</td>
</tr>
<tr>
<td>Nominal</td>
<td>Categories only. Data cannot be arranged in an ordering scheme.</td>
<td>Eye colors</td>
</tr>
</tbody>
</table>

_Hint:_ Consider the quantities where one is twice the other, and ask whether “twice” can be used to correctly describe the quantities. If yes, then the ratio level applies.
1-3 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Parameter and Statistic** How do a parameter and a statistic differ?
2. **Quantitative/Categorical Data** How do quantitative data and categorical data differ?
3. **Discrete/Continuous Data** How do discrete data and continuous data differ?
4. **Identifying the Population** Researchers studied a sample of 877 surveyed executives and found that 45% of them would not hire someone with a typographic error on a job application. Is the 45% value a statistic or a parameter? What is the population? What is a practical implication of the result of this survey?

**In Exercises 5–12, determine whether the given value is a statistic or a parameter.**

5. **Income and Education** In a large sample of households, the median annual income per household for high school graduates is $19,856 (based on data from the U.S. Census Bureau).
6. **Politics** Among the Senators in the current Congress, 44% are Democrats.
7. **Titanic** A study of all 2223 passengers aboard the Titanic found that 706 survived when it sank.
8. **Pedestrian Walk Buttons** In New York City, there are 3250 walk buttons that pedestrians can press at traffic intersections. It was found that 77% of those buttons do not work (based on data from the article “For Exercise in New York Futility, Push Button,” by Michael Luo, New York Times).
9. **Areas of States** If the areas of the 50 states are added and the sum is divided by 50, the result is 196,533 square kilometers.
10. **Periodic Table** The average (mean) atomic weight of all elements in the periodic table is 134.355 unified atomic mass units.
11. **Voltage** The author measured the voltage supplied to his home on 40 different days, and the average (mean) value is 123.7 volts.
12. **Movie Gross** The author randomly selected 35 movies and found the amount of money that they grossed from ticket sales. The average (mean) is $123.7 million.

**In Exercises 13–20, determine whether the given values are from a discrete or continuous data set.**

13. **Pedestrian Buttons** In New York City, there are 3250 walk buttons that pedestrians can press at traffic intersections, and 2500 of them do not work (based on data from the article “For Exercise in New York Futility, Push Button,” by Michael Luo, New York Times).
14. **Poll Results** In the Literary Digest poll, Landon received 16,679,583 votes.
15. **Cigarette Nicotine** The amount of nicotine in a Marlboro cigarette is 1.2 mg.
16. **Coke Volume** The volume of cola in a can of regular Coke is 12.3 oz.
17. **Gender Selection** In a test of a method of gender selection developed by the Genetics & IVF Institute, 726 couples used the XSORT method and 668 of them had baby girls.
18. **Blood Pressure** When a woman is randomly selected and measured for blood pressure, the systolic blood pressure is found to be 61 mm Hg.
19. **Car Weight** When a Cadillac STS is randomly selected and weighed, it is found to weigh 1827.9 kg.
20. **Car Cylinders** A car is randomly selected at a traffic safety checkpoint, and the car has 6 cylinders.

**In Exercises 21–28, determine which of the four levels of measurement (nominal, ordinal, interval, ratio) is most appropriate.**

21. Voltage measurements from the author’s home (listed in Data Set 13 in Appendix B)
22. Types of movies (drama, comedy, adventure, documentary, etc.)
23. Critic ratings of movies on a scale from 0 star to 4 stars
24. Actual temperatures (in degrees Fahrenheit) as listed in Data Set 11 in Appendix B
25. Companies (Disney, MGM, Warner Brothers, Universal, 20th Century Fox) that produced the movies listed in Data Set 7 in Appendix B
26. Measured amounts of greenhouse gases (in tons per year) emitted by cars listed in Data Set 16 in Appendix B
27. Years in which movies were released, as listed in Data Set 9 in Appendix B
28. Ranks of cars evaluated by Consumer’s Union

In Exercises 29–32, identify the (a) sample and (b) population. Also, determine whether the sample is likely to be representative of the population.

29. USA Today Survey The newspaper USA Today published a health survey, and some readers completed the survey and returned it.
30. Cloning Survey A Gallup poll of 1012 randomly surveyed adults found that 9% of them said cloning of humans should be allowed.
31. Some people responded to this request: “Dial 1-900-PRO-LIFE to participate in a telephone poll on abortion. ($1.95 per minute. Average call: 2 minutes. You must be 18 years old.)”
32. AOL Survey America Online asked subscribers to respond to this question: “Which slogan do you hate the most?” Responders were given several slogans used to promote car sales, and Volkswagon’s slogan received 55% of the 33,160 responses. The Volkswagon slogan was “Relieves gas pains.”

### Beyond the Basics

33. Interpreting Temperature Increase In the Born Loser cartoon strip by Art Sansom, Brutus expresses joy over an increase in temperature from $1^\circ$ to $2^\circ$. When asked what is so good about $2^\circ$, he answers that “it’s twice as warm as this morning.” Explain why Brutus is wrong yet again.

34. Interpreting Poll Results For the poll described in the Chapter Problem, assume that the respondents had been asked for their political party affiliation, and the responses were coded as 0 (for Democrat), 1 (for Republican), 2 (for Independent), or 3 (for any other response). If we calculate the average (mean) of the numbers and get 0.95, how can that value be interpreted?

35. Scale for Rating Food A group of students develops a scale for rating the quality of cafeteria food, with 0 representing “neutral: not good and not bad.” Bad meals are given negative numbers and good meals are given positive numbers, with the magnitude of the number corresponding to the severity of badness or goodness. The first three meals are rated as 2, 4, and $-5$. What is the level of measurement for such ratings? Explain your choice.

### Critical Thinking

Key Concept This section is the first of many throughout the book in which we focus on the meaning of information obtained by studying data. The aim of this section is to improve our skills in interpreting information based on data. It’s easy to enter data into a computer and get results; unless the data have been chosen carefully, however, the result may be “GIGO”—garbage in, garbage out. Instead of blindly using formulas and procedures, we must think carefully about the context of the data, the source of the data, the method used in data collection, the conclusions reached,
and the practical implications. This section shows how to use common sense to think critically about data and statistics.

Although this section focuses on misuse of statistics, this is not a book about the misuse of statistics. The remainder of this book will investigate the very meaningful uses of valid statistical methods. We will learn general methods for using sample data to make inferences about populations; we will learn about polls and sample sizes; and we will learn about important measures of key characteristics of data.

Quotes like the following are often used to describe the misuse of statistics.

- “There are three kinds of lies: lies, damned lies, and statistics.” — Benjamin Disraeli
- “Figures don’t lie; liars figure.” — Attributed to Mark Twain
- “Some people use statistics as a drunken man uses lampposts—for support rather than illumination.” — Historian Andrew Lang
- “Statistics can be used to support anything—especially statisticians.” — Franklin P. Jones
- Definition of a statistician: “A specialist who assembles figures and then leads them astray.” — Esar’s Comic Dictionary
- “There are two kinds of statistics, the kind you look up, and the kind you make up.” — Rex Stout
- “58.6% of all statistics are made up on the spot.” — Unknown

There are typically two ways in which the science of statistics is used for deception: (1) evil intent on the part of dishonest persons; (2) unintentional errors on the part of people who don’t know any better. As responsible citizens and as more valuable professional employees, we should learn to distinguish between statistical conclusions that are likely to be valid and those that are seriously flawed, regardless of the source.

**Graphs/Misuse of Graphs** Statistical data are often presented in visual form—that is, in graphs. Data represented graphically must be interpreted carefully, and we will discuss graphing in Section 2-5. In addition to learning how to organize your own data in graphs, we will examine misleading graphs.

**Bad Samples** Some samples are bad in the sense that the method used to collect the data dooms the sample, so that it is likely to be somehow biased. That is, it is not representative of the population from which it has been obtained. The following definition refers to one of the most common and most serious misuses of statistics.

**Definition**

A **voluntary response sample** (or self-selected sample) is one in which the respondents themselves decide whether to be included.

**Caution**

Do not use voluntary response sample data for making conclusions about a population.

**Example 1** Voluntary Response Sample *Newsweek* magazine ran a survey about the Napster Web site, which had been providing free access to downloading copies of music CDs. Readers were asked this question: “Will you still use Napster if you have to pay a fee?” Readers could register their responses on the Web site...
These are common examples of voluntary response samples which, by their very nature, are seriously flawed because we should not make conclusions about a population based on such a biased sample:

- Polls conducted through the Internet, in which subjects can decide whether to respond
- Mail-in polls, in which subjects can decide whether to reply
- Telephone call-in polls, in which newspaper, radio, or television announcements ask that you voluntarily call a special number to register your opinion

With such voluntary response samples, we can only make valid conclusions about the specific group of people who chose to participate, but a common practice is to incorrectly state or imply conclusions about a larger population. From a statistical viewpoint, such a sample is fundamentally flawed and should not be used for making general statements about a larger population.

**Example 2**

**What went wrong in the Literary Digest poll?** *Literary Digest* magazine conducted its poll by sending out 10 million ballots. The magazine received 2.3 million responses. The poll results suggested incorrectly that Alf Landon would win the presidency. In his much smaller poll of 50,000 people, George Gallup correctly predicted that Franklin D. Roosevelt would win. The lesson here is that it is not necessarily the size of the sample that makes it effective, but it is the sampling method. The Literary Digest ballots were sent to magazine subscribers as well as to registered car owners and those who used telephones. On the heels of the Great Depression, this group included disproportionately more wealthy people, who were Republicans. But the real flaw in the Literary Digest poll is that it resulted in a voluntary response sample. Gallup used an approach in which he obtained a representative sample based on demographic factors. (Gallup modified his methods when he made a wrong prediction in the famous 1948 Dewey/Truman election. Gallup stopped polling too soon, and he failed to detect a late surge in support for Truman.) The Literary Digest poll is a classic illustration of the flaws inherent in basing conclusions on a voluntary response sample.

**Correlation and Causality** Another way to misinterpret statistical data is to find a statistical association between two variables and to conclude that one of the variables causes (or directly affects) the other variable. Recall that earlier we mentioned that it may seem as if two variables, such as smoking and pulse rate, are linked. This relationship is called a correlation. But even if we found that the number of cigarettes was linked to pulse rate, we could not conclude that one variable caused the other. Specifically, correlation does not imply causality.
Publication Bias

There is a “publication bias” in professional journals. It is the tendency to publish positive results (such as showing that some treatment is effective) much more often than negative results (such as showing that some treatment has no effect). In the article “Registering Clinical Trials” (Journal of the American Medical Association, Vol. 290, No. 4), authors Kay Dickersin and Drummond Rennie state that “the result of not knowing who has performed what (clinical trial) is loss and distortion of the evidence, waste and duplication of trials, inability of funding agencies to plan, and a chaotic system from which only certain sponsors might benefit, and is invariably against the interest of those who offered to participate in trials and of patients in general.” They support a process in which all clinical trials are registered in one central system.

CAUTION

Do not use a correlation between two variables as a justification for concluding that one of the variables is the cause of the other.

The media frequently report a newfound correlation with wording that directly indicates or implies that one of the variables is the cause of the other, but such media reports are wrong.

Reported Results When collecting data from people, it is better to take measurements yourself instead of asking subjects to report results. Ask people what they weigh and you are likely to get their desired weights, not their actual weights. If you really want accurate weight data, use a scale and weigh the people.

Example 3

Voting Behavior When 1002 eligible voters were surveyed, 70% of them said that they had voted in a recent presidential election (based on data from ICR Research Group). However, voting records show that only 61% of eligible voters actually did vote.

Small Samples Conclusions should not be based on samples that are far too small.

Example 4

Small Sample The Children’s Defense Fund published Children Out of School in America, in which it was reported that among secondary school students suspended in one region, 67% were suspended at least three times. But that figure is based on a sample of only three students! Media reports failed to mention that this sample size was so small. (In Chapters 7 and 8 you will see that we can sometimes make some inferences from small samples, but we should be careful to verify that the necessary requirements are satisfied.)

Sometimes a sample might seem relatively large (as in a survey of “2000 randomly selected adult Americans”), but if conclusions are made about subgroups, such as the 21-year-old male Republicans from Pocatello, such conclusions might be based on samples that are too small. Although it is important to have a sample that is sufficiently large, it is just as important to have sample data that have been collected in an appropriate way. Even large samples can be bad samples.

Percentages Some studies will cite misleading or unclear percentages. Keep in mind that 100% of some quantity is all of it, but if there are references made to percentages that exceed 100%, such references are often not justified.

Example 5

Misused Percentage In referring to lost baggage, Continental Airlines ran ads claiming that this was “an area where we’ve already improved 100% in the last six months.” In an editorial criticizing this statistic, the New York Times correctly interpreted the 100% improvement to mean that no baggage is now being lost—an accomplishment not yet enjoyed by Continental Airlines.
The following list identifies some key principles to use when dealing with percentages. These principles all use the basic notion that % or “percent” really means “divided by 100.” The first principle is used often in this book.

- **Percentage of:** To find a percentage of an amount, drop the % symbol and divide the percentage value by 100, then multiply. This example shows that 6% of 1200 is 72:
  \[
  6\% \text{ of } 1200 \text{ responses } = \frac{6}{100} \times 1200 = 72
  \]

- **Fraction → Percentage:** To convert from a fraction to a percentage, divide the denominator into the numerator to get an equivalent decimal number, then multiply by 100 and affix the % symbol. This example shows that the fraction \(\frac{3}{4}\) is equivalent to 75%:
  \[
  \frac{3}{4} = 0.75 \rightarrow 0.75 \times 100\% = 75\%
  \]

- **Decimal → Percentage:** To convert from a decimal to a percentage, multiply by 100%. This example shows that 0.250 is equivalent to 25.0%:
  \[
  0.250 \rightarrow 0.250 \times 100\% = 25\%
  \]

- **Percentage → Decimal:** To convert from a percentage to a decimal number, delete the % symbol and divide by 100. This example shows that 85% is equivalent to 0.85:
  \[
  85\% = \frac{85}{100} = 0.85
  \]

**Loaded Questions** If survey questions are not worded carefully, the results of a study can be misleading. Survey questions can be “loaded” or intentionally worded to elicit a desired response.

**Example 6** **Effect of the Wording of a Question** See the following actual “yes” response rates for the different wordings of a question:

- 97% yes: “Should the President have the line item veto to eliminate waste?”
- 57% yes: “Should the President have the line item veto, or not?”

In *The Superpollsters*, David W. Moore describes an experiment in which different subjects were asked if they agree with the following statements:

- Too little money is being spent on welfare.
- Too little money is being spent on assistance to the poor.

Even though it is the poor who receive welfare, only 19% agreed when the word “welfare” was used, but 63% agreed with “assistance to the poor.”

**Order of Questions** Sometimes survey questions are unintentionally loaded by such factors as the order of the items being considered.
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**Example 7** Effect of the Order of Questions
These questions are from a poll conducted in Germany:
• Would you say that traffic contributes more or less to air pollution than industry?
• Would you say that industry contributes more or less to air pollution than traffic?
When traffic was presented first, 45% blamed traffic and 27% blamed industry;
when industry was presented first, 24% blamed traffic and 57% blamed industry.

**Nonresponse** A nonresponse occurs when someone either refuses to respond to a survey question or is unavailable. When people are asked survey questions, some firmly refuse to answer. The refusal rate has been growing in recent years, partly because many persistent telemarketers try to sell goods or services by beginning with a sales pitch that initially sounds like it is part of an opinion poll. (This “selling under the guise” of a poll is now called sugging.) In *Lies, Damn Lies, and Statistics*, author Michael Wheeler makes this very important observation:

People who refuse to talk to pollsters are likely to be different from those who do not. Some may be fearful of strangers and others jealous of their privacy, but their refusal to talk demonstrates that their view of the world around them is markedly different from that of those people who will let poll-takers into their homes.

**Missing Data** Results can sometimes be dramatically affected by missing data. Sometimes sample data values are missing because of random factors (such as subjects dropping out of a study for reasons unrelated to the study), but some data are missing because of special factors, such as the tendency of people with low incomes to be less likely to report their incomes. It is well known that the U.S. Census suffers from missing people, and the missing people are often from the homeless or low income groups. In years past, surveys conducted by telephone were often misleading because they suffered from missing people who were not wealthy enough to own telephones.

**Self-Interest Study** Some parties with interests to promote will sponsor studies. For example, Kiwi Brands, a maker of shoe polish, commissioned a study that resulted in this statement printed in some newspapers: “According to a nationwide survey of 250 hiring professionals, scuffed shoes was the most common reason for a male job seeker’s failure to make a good first impression.” We should be very wary of such a survey in which the sponsor can enjoy monetary gains from the results. Of growing concern in recent years is the practice of pharmaceutical companies paying doctors who conduct clinical experiments and report their results in prestigious journals, such as the *Journal of the American Medical Association*.

**CAUTION**
When assessing the validity of a study, always consider whether the sponsor might influence the results.

**Precise Numbers** “There are now 103,215,027 households in the United States.” Because that figure is very precise, many people incorrectly assume that it is also
accurate. In this case, that number is an estimate, and it would be better to state that the number of households is about 103 million.

**Deliberate Distortions** In the book *Tainted Truth*, Cynthia Crossen cites an example in which the magazine *Corporate Travel* published results showing that among car rental companies, Avis was the winner in a survey of people who rent cars. When Hertz requested detailed information about the survey, the actual survey responses disappeared and the magazine’s survey coordinator resigned. Hertz sued Avis (for false advertising based on the survey) and the magazine; a settlement was reached.

In addition to the cases cited above, there are many other examples of the misuse of statistics. Books such as Darrell Huff’s classic *How to Lie with Statistics*, Robert Reichard’s *The Figure Finaglers*, and Cynthia Crossen’s *Tainted Truth* describe some of those other cases. Understanding these practices will be extremely helpful in evaluating the statistical data found in everyday situations.

### 1-4 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Voluntary Response Sample** What is a voluntary response sample, and why is it generally unsuitable for methods of statistics?

2. **Voluntary Response Sample** Are all voluntary response samples bad samples? Are all bad samples voluntary response samples?

3. **Correlation and Causality** Using data collected from the FBI and the Bureau of Alcohol, Tobacco, and Firearms, methods of statistics showed that for the different states, there is a correlation (or association) between the number of registered automatic weapons and the murder rate. Can we conclude that an increase in the number of registered automatic weapons causes an increase in the murder rate? Can we reduce the murder rate by reducing the number of registered automatic weapons?

4. **Large Number of Responses** Typical surveys involve about 500 people to 2000 people. When author Shere Hite wrote *Woman and Love: A Cultural Revolution in Progress*, she based conclusions on a relatively large sample of 4500 replies that she received after mailing 100,000 questionnaires to various women’s groups. Are her conclusions likely to be valid in the sense that they can be applied to the general population of all women? Why or why not?

**In Exercises 5–8, use critical thinking to develop an alternative or correct conclusion. For example, consider a media report that BMW cars cause people to be healthier. Here is an alternative conclusion: Owners of BMW cars tend to be wealthier than others, and greater wealth is associated with better health.**

5. **College Graduates Live Longer** Based on a study showing that college graduates tend to live longer than those who do not graduate from college, a researcher concludes that studying causes people to live longer.

6. **Selling Songs** Data published in *USA Today* were used to show that there is a correlation between the number of times songs are played on radio stations and the numbers of times the songs are purchased. Conclusion: Increasing the times that songs are played on radio stations causes sales to increase.

7. **Racial Profiling?** A study showed that in Orange County, more speeding tickets were issued to minorities than to whites. Conclusion: In Orange County, minorities speed more than whites.

8. **Biased Test** In the judicial case *United States v. City of Chicago*, a minority group failed the Fire Captain Examination at a much higher rate than the majority group. Conclusion: The exam is biased and causes members of the minority group to fail at a much higher rate.
In Exercises 9–20, use critical thinking to address the key issue.

9. Discrepancy Between Reported and Observed Results When Harris Interactive surveyed 1013 adults, 91% of them said that they washed their hands after using a public restroom. But when 6336 adults were observed, it was found that 82% actually did wash their hands. How can we explain the discrepancy? Which percentage is more likely to accurately indicate the true rate at which people wash their hands in a public restroom?

10. O Christmas Tree, O Christmas Tree The Internet service provider America Online (AOL) ran a survey of its users and asked if they preferred a real Christmas tree or a fake one. AOL received 7073 responses, and 4650 of them preferred a real tree. Given that 4650 is 66% of the 7073 responses, can we conclude that about 66% of people who observe Christmas prefer a real tree? Why or why not?

11. Chocolate Health Food The New York Times published an article that included these statements: “At long last, chocolate moves toward its rightful place in the food pyramid, somewhere in the high-tone neighborhood of red wine, fruits and vegetables, and green tea. Several studies, reported in the Journal of Nutrition, showed that after eating chocolate, test subjects had increased levels of antioxidants in their blood. Chocolate contains flavonoids, antioxidants that have been associated with decreased risk of heart disease and stroke. Mars Inc., the candy company, and the Chocolate Manufacturers Association financed much of the research.” What is wrong with this study?

12. Census Data After the last national census was conducted, the Poughkeepsie Journal ran this front-page headline: “281,421,906 in America.” What is wrong with this headline?

13. “900” Numbers In an ABC Nightline poll, 186,000 viewers each paid 50 cents to call a “900” telephone number with their opinion about keeping the United Nations in the United States. The results showed that 67% of those who called were in favor of moving the United Nations out of the United States. Interpret the results by identifying what we can conclude about the way the general population feels about keeping the United Nations in the United States.

14. Loaded Questions? The author received a telephone call in which the caller claimed to be conducting a national opinion research poll. The author was asked if his opinion about Congressional candidate John Sweeney would change if he knew that in 2001, Sweeney had a car crash while driving under the influence of alcohol. Does this appear to be an objective question or one designed to influence voters’ opinions in favor of Sweeney’s opponent, Kirstin Gillibrand?

15. Motorcycle Helmets The Hawaii State Senate held hearings while considering a law requiring that motorcyclists wear helmets. Some motorcyclists testified that they had been in crashes in which helmets would not have been helpful. Which important group was not able to testify? (See “A Selection of Selection Anomalies,” by Wainer, Palmer, and Bradlow in Chance, Vol. 11, No. 2.)

16. Merrill Lynch Client Survey The author received a survey from the investment firm of Merrill Lynch. It was designed to gauge his satisfaction as a client, and it had specific questions for rating the author’s personal Financial Consultant. The cover letter included this statement: “Your responses are extremely valuable to your Financial Consultant, Russell R. Smith, and to Merrill Lynch. . . We will share your name and response with your Financial Consultant.” What is wrong with this survey?

17. Average of Averages The Statistical Abstract of the United States includes the average per capita income for each of the 50 states. When those 50 values are added, then divided by 50, the result is $29,672.52. Is $29,672.52 the average per capita income for all individuals in the United States? Why or why not?

18. Bad Question The author surveyed students with this request: “Enter your height in inches.” Identify two major problems with this request.

19. Magazine Survey Good Housekeeping magazine invited women to visit its Web site to complete a survey, and 1500 responses were recorded. When asked whether they would rather have more money or more sleep, 88% chose more money and 11% chose more sleep. Based on these results, what can we conclude about the population of all women?
20. SIDS In a letter to the editor in the *New York Times*, Moorestown, New Jersey, resident Jean Mercer criticized the statement that “putting infants in the supine position has decreased deaths from SIDS.” (SIDS refers to sudden infant death syndrome, and the supine position is lying on the back with the face upward.) She suggested that this statement is better: “Pediatricians advised the supine position during a time when the SIDS rate fell.” What is wrong with saying that the supine position decreased deaths from SIDS?

**Percentages. In Exercises 21–28, answer the given questions that relate to percentages.**

21. Percentages
   a. Convert the fraction \( \frac{5}{8} \) to an equivalent percentage.
   b. Convert 23.4% to an equivalent decimal.
   c. What is 37% of 500?
   d. Convert 0.127 to an equivalent percentage.

22. Percentages
   a. What is 5% of 5020?
   b. Convert 83% to an equivalent decimal.
   c. Convert 0.045 to an equivalent percentage.
   d. Convert the fraction \( \frac{227}{773} \) to an equivalent percentage. Express the answer to the nearest tenth of a percent.

23. Percentages in a Gallup Poll
   a. In a Gallup poll, 49% of 734 surveyed Internet users said that they shop on the Internet frequently or occasionally. What is the actual number of Internet users who said that they shop on the Internet frequently or occasionally?
   b. Among 734 Internet users surveyed in a Gallup poll, 323 said that they make travel plans on the Internet frequently or occasionally. What is the percentage of responders who said that they make travel plans on the Internet frequently or occasionally?

24. Percentages in a Gallup Poll
   a. In a Gallup poll of 976 adults, 68 said that they have a drink every day. What is the percentage of respondents who said that they have a drink every day?
   b. Among the 976 adults surveyed, 32% said that they never drink. What is the actual number of surveyed adults who said that they never drink?

   a. Among the responses received, 5% answered with “a lot.” What is the actual number of responses consisting of “a lot?”
   b. Among the responses received, 18,053 consisted of “very little or none.” What percentage of responses consisted of “very little or none?”
   c. Because the sample size of 38,410 is so large, can we conclude that about 5% of the general population puts “a lot” of stock in long-range weather forecasts? Why or why not?

26. Percentages in Advertising A *New York Times* editorial criticized a chart caption that described a dental rinse as one that “reduces plaque on teeth by over 300%.” What is wrong with that statement?

27. Percentages in the Media In the *New York Times Magazine*, a report about the decline of Western investment in Kenya included this: “After years of daily flights, Lufthansa and Air France had halted passenger service. Foreign investment fell 500 percent during the 1990s.” What is wrong with this statement?

28. Percentages in Advertising In an ad for the Club, a device used to discourage car thefts, it was stated that “The Club reduces your odds of car theft by 400%.” What is wrong with this statement?
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29. Falsifying Data A researcher at the Sloan-Kettering Cancer Research Center was once criticized for falsifying data. Among his data were figures obtained from 6 groups of mice, with 20 individual mice in each group. These values were given for the percentage of successes in each group: 53%, 58%, 63%, 46%, 48%, 67%. What’s wrong with those values?

30. What’s Wrong with This Picture? The Newport Chronicle ran a survey by asking readers to call in their response to this question: “Do you support the development of atomic weapons that could kill millions of innocent people?” It was reported that 20 readers responded and 87% said “no” while 13% said “yes.” Identify four major flaws in this survey.

Collecting Sample Data

Key Concept The methods we discuss in this section are important because the method used to collect sample data influences the quality of our statistical analysis. Of particular importance is the simple random sample. We use this sampling measure in this section and throughout the book. As you read this section, keep this concept in mind:

If sample data are not collected in an appropriate way, the data may be so completely useless that no amount of statistical torturing can salvage them.

The first part of this section introduces the basics of data collection, and the second part of the section refines our understanding of two types of studies—observational studies and experiments.

Part 1: Basics of Collecting Data

Statistical methods are driven by the data that we collect. We typically obtain data from two distinct sources: observational studies and experiments.

Observational Study and Experiment

Observational Study: A good example of an observational study is a poll in which subjects are surveyed, but they are not given any treatment. The Literary Digest poll in which respondents were asked who they would vote for in the presidential election is an observational study. The subjects were asked for their choices, but they were not given any type of treatment.

Experiment: In the largest public health experiment ever conducted, 200,745 children were given a treatment consisting of the Salk vaccine, while 201,229 other children were given a placebo. The Salk vaccine injections constitute a treatment that modified the subjects, so this is an example of an experiment.
Whether conducting an observational study or an experiment, it is important to select the sample of subjects in such a way that the sample is likely to be representative of the larger population. In Section 1-3 we saw that a voluntary response sample is one in which the subjects decide themselves whether to respond. Although voluntary response samples are very common, their results are generally useless for making valid inferences about larger populations.

A **simple random sample** of \( n \) subjects is selected in such a way that every possible sample of the same size \( n \) has the same chance of being chosen.

Throughout this book, we will use various statistical procedures, and we often have a requirement that we have collected a **simple random sample**, as defined above.

The following definitions describe two other types of samples.

In a **random sample** members from the population are selected in such a way that each *individual member* in the population has an equal chance of being selected.

A **probability sample** involves selecting members from a population in such a way that each member of the population has a known (but not necessarily the same) chance of being selected.

Note the difference between a random sample and a simple random sample. Exercises 21 to 26 will give you practice in distinguishing between a random sample and a simple random sample.

With random sampling we expect all components of the population to be (approximately) proportionately represented. Random samples are selected by many different methods, including the use of computers to generate random numbers. Unlike careless or haphazard sampling, random sampling usually requires very careful planning and execution.

**Clinical Trials vs. Observational Studies**

In a *New York Times* article about hormone therapy for women, reporter Denise Grady wrote about a report of treatments tested in randomized controlled trials. She stated that “Such trials, in which patients are assigned at random to either a treatment or a placebo, are considered the gold standard in medical research. By contrast, the observational studies, in which patients themselves decide whether to take a drug, are considered less reliable.... Researchers say the observational studies may have painted a falsely rosy picture of hormone replacement because women who opt for the treatments are healthier and have better habits to begin with than women who do not.”
In systematic sampling, we select some starting point and then select every \( k \)th (such as every 50th) element in the population.

With convenience sampling, we simply use results that are very easy to get.

With stratified sampling, we subdivide the population into at least two different subgroups (or strata) so that subjects within the same subgroup share the same characteristics (such as gender or age bracket), then we draw a sample from each subgroup (or stratum).

In cluster sampling, we first divide the population area into sections (or clusters), then randomly select some of those clusters, and then choose all the members from those selected clusters.

It is easy to confuse stratified sampling and cluster sampling, because they both use subgroups. But cluster sampling uses all members from a sample of clusters, whereas stratified sampling uses a sample of members from all strata. An example of cluster sampling is a preelection poll, in which pollsters randomly select 30 election precincts from a large number of precincts and then survey all the people from each of those precincts. This is much faster and much less expensive than selecting one person from each of the many precincts in the population area. Pollsters can adjust or weight the results of stratified or cluster sampling to correct for any disproportionate representations of groups.

For a fixed sample size, if you randomly select subjects from different strata, you are likely to get more consistent (and less variable) results than by simply selecting a random sample from the general population. For that reason, pollsters often use stratified sampling to reduce the variation in the results. Many of the methods discussed later in this book require that sample data be a simple random sample, and neither stratified sampling nor cluster sampling satisfies that requirement.

Multistage Sampling Professional pollsters and government researchers often collect data by using some combination of the basic sampling methods. In a multistage sample design, pollsters select a sample in different stages, and each stage might use different methods of sampling.

Multistage Sample Design The U.S. government’s unemployment statistics are based on surveyed households. It is impractical to personally visit each member of a simple random sample, because individual households would be spread all over the country. Instead, the U.S. Census Bureau and the Bureau of Labor Statistics combine to conduct a survey called the Current Population Survey. This survey obtains data describing such factors as unemployment rates, college enrollments, and weekly earnings amounts. The survey incorporates a multistage sample design, roughly following these steps:

1. The surveyors partition the entire United States into 2007 different regions called primary sampling units (PSU). The primary sampling units are metropolitan areas, large counties, or groups of smaller counties.
Collecting Sample Data

Random Sampling:
Each member of the population has an equal chance of being selected. Computers are often used to generate random telephone numbers.

Simple Random Sampling:
A sample of $n$ subjects is selected in such a way that every possible sample of the same size $n$ has the same chance of being chosen.

Systematic Sampling:
Select some starting point, then select every $k$th (such as every 50th) element in the population.

Convenience Sampling:
Use results that are easy to get.

Stratified Sampling:
Subdivide the population into at least two different subgroups (or strata) so that subjects within the same subgroup share the same characteristics (such as gender or age bracket), then draw a sample from each subgroup.

Cluster Sampling:
Divide the population into sections (or clusters), then randomly select some of those clusters, and then choose all members from those selected clusters.

Figure 1-2 Common Sampling Methods
Part 2: Beyond the Basics of Collecting Data

In this part, we refine what we’ve learned about observational studies and experiments by discussing different types of observational studies and experiment design. There are various types of observational studies in which investigators observe and measure characteristics of subjects. The definitions below, which are summarized in Figure 1-3, identify the standard terminology used in professional journals for different types of observational studies.

**Definition**

In a **cross-sectional study**, data are observed, measured, and collected at one point in time.

In a **retrospective** (or **case-control**) study, data are collected from the past by going back in time (through examination of records, interviews, and so on).

In a **prospective** (or **longitudinal** or **cohort**) study, data are collected in the future from groups sharing common factors (called **cohorts**).

The sampling done in retrospective studies differs from that in prospective studies. In retrospective studies we go back in time to collect data about the characteristic that is of interest, such as a group of drivers who died in car crashes and another group of drivers who did not die in car crashes. In prospective studies we go forward in time by following groups with a potentially causative factor and those without it, such as a group of drivers who use cell phones and a group of drivers who do not use cell phones.

**Design of Experiments**

We now consider experiment design, starting with an example of an experiment having a good design. We use the experiment first mentioned in Example 1, in which researchers tested the Salk vaccine. After describing the experiment in more detail, we identify the characteristics of that experiment that typify a good design.
**Types of Observational Studies**

**Past period of time**
- **Retrospective (or case-control) study.** Go back in time to collect data over some past period.

**One point in time**
- **Cross-sectional study.** Data are measured at one point in time.

**Forward in time**
- **Prospective (or longitudinal or cohort) study.** Go forward in time and observe groups sharing common factors, such as smokers and nonsmokers.

---

**Example 4**  
**The Salk Vaccine Experiment**  
In 1954, a large-scale experiment was designed to test the effectiveness of the Salk vaccine in preventing polio, which had killed or paralyzed thousands of children. In that experiment, 200,745 children were given a treatment consisting of Salk vaccine injections, while a second group of 201,229 children were injected with a placebo that contained no drug. The children being injected did not know whether they were getting the Salk vaccine or the placebo. Children were assigned to the treatment or placebo group through a process of random selection, equivalent to flipping a coin. Among the children given the Salk vaccine, 33 later developed paralytic polio, but among the children given a placebo, 115 later developed paralytic polio.

**Randomization** is used when subjects are assigned to different groups through a process of random selection. The 401,974 children in the Salk vaccine experiment were assigned to the Salk vaccine treatment group or the placebo group through a process of random selection, equivalent to flipping a coin. In this experiment, it would be extremely difficult to directly assign children to two groups having similar characteristics of age, health, sex, weight, height, diet, and so on. There could easily be important variables that we might not realize. The logic behind randomization is to use chance as a way to create two groups that are similar. Although it might seem that we should not leave anything to chance in experiments, randomization has been found to be an extremely effective method for assigning subjects to groups.
Replication is the repetition of an experiment on more than one subject. Samples should be large enough so that the erratic behavior that is characteristic of very small samples will not disguise the true effects of different treatments. Replication is used effectively when we have enough subjects to recognize differences from different treatments. (In another context, replication refers to the repetition or duplication of an experiment so that results can be confirmed or verified.) With replication, the large sample sizes increase the chance of recognizing different treatment effects. However, a large sample is not necessarily a good sample. Although it is important to have a sample that is sufficiently large, it is more important to have a sample in which subjects have been chosen in some appropriate way, such as random selection.

Use a sample size that is large enough to let us see the true nature of any effects, and obtain the sample using an appropriate method, such as one based on randomness.

In the experiment designed to test the Salk vaccine, 200,745 children were given the actual Salk vaccine and 201,229 other children were given a placebo. Because the actual experiment used sufficiently large sample sizes, the researchers could observe the effectiveness of the vaccine. Nevertheless, though the treatment and placebo groups were very large, the experiment would have failed if subjects had not been assigned to the two groups in a way that made both groups similar in the ways that were important to the experiment.

Blinding is a technique in which the subject doesn’t know whether he or she is receiving a treatment or a placebo. Blinding allows us to determine whether the treatment effect is significantly different from a placebo effect, which occurs when an untreated subject reports an improvement in symptoms. (The reported improvement in the placebo group may be real or imagined.) Blinding minimizes the placebo effect or allows investigators to account for it. The polio experiment was double-blind, meaning that blinding occurred at two levels: (1) The children being injected didn’t know whether they were getting the Salk vaccine or a placebo, and (2) the doctors who gave the injections and evaluated the results did not know either.

Controlling Effects of Variables Results of experiments are sometimes ruined because of confounding.

Confounding occurs in an experiment when you are not able to distinguish among the effects of different factors. Try to plan the experiment so that confounding does not occur.

See Figure 1-4(a), where confounding can occur when the treatment group of women shows strong positive results. Because the treatment group consists of women and the placebo group consists of men, confounding has occurred because we can’t determine whether the treatment or the sex of the subjects causes the positive results. It is important to design experiments to control and understand the effects of the variables (such as treatments). The Salk vaccine experiment in Example 4 illustrates one method for controlling the effect of the treatment variable: Use a completely randomized experimental design, whereby randomness is used to assign subjects to the treatment group and the placebo group. The objective of this experimental design is to control the effect of the treatment, so that we are able to clearly recognize the difference between the effect of the Salk vaccine and the effect of the placebo. Completely randomized experimental design is one of the following four methods used to control effects of variables.
**Completely Randomized Experimental Design:** Assign subjects to different treatment groups through a process of random selection. See Figure 1-4(b).

**Randomized Block Design:** A block is a group of subjects that are similar, but blocks differ in ways that might affect the outcome of the experiment. (In designing an experiment to test the effectiveness of aspirin treatments on heart disease, we might form a block of men and a block of women, because it is known that hearts of men and women can behave differently.) If testing one or more different treatments with different blocks, use this experimental design (see Figure 1-4(c)):

1. Form blocks (or groups) of subjects with similar characteristics.
2. Randomly assign treatments to the subjects within each block.

**Rigorously Controlled Design:** Carefully assign subjects to different treatment groups, so that those given each treatment are similar in the ways that are important to the experiment. In an experiment testing the effectiveness of aspirin on heart disease, if the placebo group includes a 27-year-old male smoker who drinks heavily and consumes an abundance of salt and fat, the treatment group should also include a person with similar characteristics (which, in this case, would be easy to find). This approach can be extremely difficult to implement, and we might not be sure that we have considered all of the relevant factors.

**Matched Pairs Design:** Compare exactly two treatment groups (such as treatment and placebo) by using subjects matched in pairs that are somehow related or have similar characteristics. A test of Crest toothpaste used matched pairs of twins, where one twin used Crest and the other used another toothpaste. The matched pairs might also consist of measurements from the same subject before and after some treatment.

---

![Bad experimental design](image1)

**Bad experimental design:**
Treat all women subjects, and don’t treat men. (Problem: We don’t know if effects are due to sex or to treatment.)

![Completely randomized experimental design](image2)

**Completely randomized experimental design:**
Use randomness to determine who gets the treatment.

![Randomized block design](image3)

**Randomized block design:**
1. Form a block of women and a block of men.
2. Within each block, randomly select subjects to be treated.

---

**Figure 1-4 Controlling Effects of a Treatment Variable**
Summary  Three very important considerations in the design of experiments are the following:

1. Use randomization to assign subjects to different groups.
2. Use replication by repeating the experiment on enough subjects so that effects of treatments or other factors can be clearly seen.
3. Control the effects of variables by using such techniques as blinding and a completely randomized experimental design.

Sampling Errors  No matter how well you plan and execute the sample collection process, there is likely to be some error in the results. For example, randomly select 1000 adults, ask them if they graduated from high school, and record the sample percentage of “yes” responses. If you randomly select another sample of 1000 adults, it is likely that you will obtain a different sample percentage.

A sampling error is the difference between a sample result and the true population result; such an error results from chance sample fluctuations. A nonsampling error occurs when the sample data are incorrectly collected, recorded, or analyzed (such as by selecting a biased sample, using a defective measurement instrument, or copying the data incorrectly).

If we carefully collect a sample so that it is representative of the population, we can use methods in this book to analyze the sampling error, but we must exercise extreme care to minimize nonsampling error.

Experimental design requires much more thought and care than we can describe in one relatively brief section. Taking a complete course in the design of experiments is a good way to learn much more about this important topic.

1-5 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Random Sample and Simple Random Sample What is the difference between a random sample and a simple random sample?

2. Observational Study and Experiment What is the difference between an observational study and an experiment?

3. Simple Random Convenience Sample A student of the author listed his adult friends, then he surveyed a simple random sample of them. Although this is a simple random sample, are the results likely to be representative of the general population of adults in the United States? Why or why not?

4. Convenience Sample The author conducted a survey of the students in his classes. He asked the students to indicate whether they are left-handed or right-handed. Is this convenience sample likely to provide results that are typical of the population? Are the results likely to be good or bad? Does the quality of the results in this survey reflect the quality of convenience samples in general?

In Exercises 5–8, determine whether the given description corresponds to an observational study or an experiment.

5. Touch Therapy Nine-year-old Emily Rosa was an author of an article in the Journal of the American Medical Association after she tested professional touch therapists. Using a cardboard
partition, she held her hand above the therapist's hand, and the therapist was asked to identify the hand that Emily chose.

6. Smoking Survey A Gallup poll surveyed 1018 adults by telephone, and 22% of them reported that they smoked cigarettes within the past week.

7. Treating Syphilis In a morally and criminally wrong study, 399 black men with syphilis were not given a treatment that could have cured them. The intent was to learn about the effects of syphilis on black men. The subjects were initially treated with small amounts of bismuth, neoarsphenamine, and mercury, but those treatments were replaced with aspirin.

8. Testing Echinacea A study of the effectiveness of echinacea involved 707 cases of upper respiratory tract infections. Children with 337 of the infections were given echinacea, and children with 370 of the infections were given placebos (based on data from “Efficacy and Safety of Echinacea in Treating Upper Respiratory Tract Infections in Children,” by Taylor et al., Journal of the American Medical Association, Vol. 290, No. 21).

In Exercises 9–20, identify which of these types of sampling is used: random, systematic, convenience, stratified, or cluster.

9. Ergonomics A student of the author collected measurements of arm lengths from her family members.

10. Testing Echinacea A study of the effectiveness of echinacea involved upper respiratory tract infections. One group of infections was treated with echinacea and another group was treated with placebos. The echinacea and placebo groups were determined through a process of random assignment (based on data from “Efficacy and Safety of Echinacea in Treating Upper Respiratory Tract Infections in Children” by Taylor et al., Journal of the American Medical Association, Vol. 290, No. 21).

11. Exit Polls On the day of the last presidential election, ABC News organized an exit poll in which specific polling stations were randomly selected and all voters were surveyed as they left the premises.

12. Sobriety Checkpoint The author was an observer at a Town of Poughkeepsie Police sobriety checkpoint at which every fifth driver was stopped and interviewed. (He witnessed the arrest of a former student.)

13. Wine Tasting The author once observed professional wine tasters working at the Consumer’s Union testing facility in Yonkers, New York. Assume that a taste test involves three different wines randomly selected from each of five different wineries.

14. Recidivism The U.S. Department of Corrections collects data about returning prisoners by randomly selecting five federal prisons and surveying all of the prisoners in each of the prisons.

15. Quality Control in Manufacturing The Federal-Mogul Company manufactures Champion brand spark plugs. The procedure for quality control is to test every 100th spark plug from the assembly line.

16. Credit Card Data The author surveyed all of his students to obtain sample data consisting of the number of credit cards students possess.

17. Tax Audits The author once experienced a tax audit by a representative from the New York State Department of Taxation and Finance, which claimed that the author was randomly selected as part of a “statistical” audit. (Isn’t that ironic?) The representative was a very nice person and a credit to humankind.

18. Curriculum Planning In a study of college programs, 820 students are randomly selected from those majoring in communications, 1463 students are randomly selected from those majoring in business, and 760 students are randomly selected from those majoring in history.

19. Study of Health Plans Six different health plans were randomly selected, and all of their members were surveyed about their satisfaction (based on a project sponsored by RAND and the Center for Health Care Policy and Evaluation).

20. Gallup Poll In a Gallup poll, 1003 adults were called after their telephone numbers were randomly generated by a computer, and 20% of them said that they get news on the Internet every day.
Random Samples and Simple Random Samples. *Exercises 21–26 relate to random samples and simple random samples.*

21. **Sampling Prescription Pills** Pharmacists typically fill prescriptions by scooping a sample of pills from a larger batch that is in stock. A pharmacist thoroughly mixes a large batch of Lipitor pills, then selects 30 of them. Does this sampling plan result in a random sample? Simple random sample? Explain.

22. **Systematic Sample** A quality control engineer selects every 10,000th M&M plain candy that is produced. Does this sampling plan result in a random sample? Simple random sample? Explain.

23. **Cluster Sample** ABC News conducts an election day poll by randomly selecting voting precincts in New York, then interviewing all voters as they leave those precincts. Does this sampling plan result in a random sample? Simple random sample? Explain.

24. **Stratified Sample** In order to test for a gender gap in the way that citizens view the current President, the Tomkins Company polls exactly 500 men and 500 women randomly selected from adults in the United States. Assume that the numbers of adult men and women are the same. Does this sampling plan result in a random sample? Simple random sample? Explain.

25. **Convenience Sample** NBC News polled reactions to the last presidential election by surveying adults who were approached by a reporter at a location in New York City. Does this sampling plan result in a random sample? Simple random sample? Explain.

26. **Sampling Students** A classroom consists of 36 students seated in six different rows, with six students in each row. The instructor rolls a die to determine a row, then rolls the die again to select a particular student in the row. This process is repeated until a sample of 6 students is obtained. Does this sampling plan result in a random sample? Simple random sample? Explain.

### 1-5 Beyond the Basics

*In Exercises 27–30, identify the type of observational study (cross-sectional, retrospective, prospective).*

27. **Victims of Terrorism** Physicians at the Mount Sinai Medical Center studied New York City residents with and without respiratory problems. They went back in time to determine how those residents were involved in the terrorist attacks in New York City on September 11, 2001.

28. **Victims of Terrorism** Physicians at the Mount Sinai Medical Center plan to study emergency personnel who worked at the site of the terrorist attacks in New York City on September 11, 2001. They plan to study these workers from now until several years into the future.

29. **TV Ratings** The Nielsen Media Research Company uses people meters to record the viewing habits of about 5000 households, and today those meters will be used to determine the proportion of households tuned to *CBS Evening News*.

30. **Cell Phone Research** University of Toronto researchers studied 699 traffic crashes involving drivers with cell phones (based on data from “Association Between Cellular-Telephone Calls and Motor Vehicle Collisions,” by Redelmeier and Tibshirani, *New England Journal of Medicine*, Vol. 336, No. 7). They found that cell phone use quadruples the risk of a collision.

31. **Blinding** A study funded by the National Center for Complementary and Alternative Medicine found that echinacea was not an effective treatment for colds in children. The experiment involved echinacea treatments and placebos, and blinding was used. What is blinding, and why was it important in this experiment?

32. **Sampling Design** You have been commissioned to conduct a job survey of graduates from your college. Describe procedures for obtaining a sample of each type: random, systematic, convenience, stratified, cluster.
Instead of presenting formal statistics procedures, this chapter emphasizes a general understanding of some important issues related to uses of statistics. Definitions of the following terms were presented in this chapter, and they should be known and clearly understood: sample, population, statistic, parameter, quantitative data, categorical data, voluntary response sample, observational study, experiment, and simple random sample. Section 1-2 introduced statistical thinking, and addressed issues involving the context of data, source of data, sampling method, conclusions, and practical implications. Section 1-3 discussed different types of data, and the distinction between categorical data and quantitative data should be well understood. Section 1-4 dealt with the use of critical thinking in analyzing and evaluating statistical results. In particular, we should know that for statistical purposes, some samples (such as voluntary response samples) are very poor. Section 1-5 introduced important items to consider when collecting sample data. On completing this chapter, you should be able to do the following:

- Distinguish between a population and a sample and distinguish between a parameter and a statistic
- Recognize the importance of good sampling methods in general, and recognize the importance of a simple random sample in particular. Understand that if sample data are not collected in an appropriate way, the data may be so completely useless that no amount of statistical torturing can salvage them.

### Review

33. **Confounding** Give an example (different from the one in the text) illustrating how confounding occurs.

34. **Sample Design** In “Cardiovascular Effects of Intravenous Triiodothyronine in Patients Undergoing Coronary Artery Bypass Graft Surgery” (*Journal of the American Medical Association*, Vol. 275, No. 9), the authors explain that patients were assigned to one of three groups: (1) a group treated with triiodothyronine, (2) a group treated with normal saline bolus and dopamine, and (3) a placebo group given normal saline. The authors summarize the sample design as a “prospective, randomized, double-blind, placebo-controlled trial.” Describe the meaning of each of those terms in the context of this study.

### Statistical Literacy and Critical Thinking

**1. Election Survey** *Literary Digest* magazine mailed 10 million sample ballots to potential voters, and 2.3 million responses were received. Given that the sample is so large, was it reasonable to expect that the sample would be representative of the population of all voters? Why or why not?

**2. Movie Data** Data Set 9 in Appendix B includes a sample of movie titles and their lengths (in minutes).

- Are the lengths categorical or quantitative data?
- Are the lengths discrete or continuous?
- Are the data from an observational study or an experiment?
- What is the level of measurement of the titles (nominal, ordinal, interval, ratio)?
- What is the level of measurement of the lengths (nominal, ordinal, interval, ratio)?

**3. Gallup Poll** The typical Gallup poll involves interviews with about 1000 subjects. How must the survey subjects be selected so that the resulting sample is a simple random sample?

**4. Sampling** The U.S. Census Bureau provided the average (mean) travel time to work (in minutes) for each state and the District of Columbia for a recent year. If we find the average (mean) of those 51 values, we get a result of 22.4 minutes. Is this result the average (mean) travel time to work for the United States? Why or why not?
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Chapter Quick Quiz

1. True or false: The collection of all cars registered in the United States is an example of a population.
2. Are weights of motorcycles discrete data or continuous data?
3. True or false: Selecting every fifth name on a list results in a simple random sample.
4. True or false: The average (mean) age of people who respond to a particular survey is an example of a parameter.
5. For a study in which subjects are treated with a new drug and then observed, is the study observational or is it an experiment?
6. True or false: Eye colors are an example of ordinal data.
7. Fill in the blank: A parameter is a numerical measurement describing some characteristic of a _____.
8. Are movie ratings of G, PG-13, and R quantitative data or categorical data?
9. What is the level of measurement of data consisting of the book categories of science, literature, mathematics, and history (nominal, ordinal, interval, ratio)?
10. A pollster calls 500 randomly selected people, and all 500 respond to her first question. Because the subjects agreed to respond, is the sample a voluntary response sample?

Review Exercises

1. **Sampling** Seventy-two percent of Americans squeeze their toothpaste tube from the top. This and other not-so-serious findings are included in *The First Really Important Survey of American Habits*. Those results are based on 7000 responses from the 25,000 questionnaires that were mailed.
   a. What is wrong with this survey?
   b. As stated, the value of 72% refers to all Americans, so is that 72% a statistic or a parameter? Explain.
   c. Does the survey constitute an observational study or an experiment?
2. **Gallup Polls** When Gallup and other polling organizations conduct polls, they typically contact subjects by telephone. In recent years, many subjects refuse to cooperate with the poll. Are the poll results likely to be valid if they are based on only those subjects who agree to respond? What should polling organizations do when they encounter a subject who refuses to respond?
3. Identify the level of measurement (nominal, ordinal, interval, ratio) used in each of the following.
   a. The pulse rates of women listed in Data Set 1 of Appendix B
   b. The genders of the subjects included in the Freshman 15 Study Data (Data Set 3 in Appendix B)
   c. The body temperatures (in degrees Fahrenheit) of the subjects listed in Data Set 2 of Appendix B
   d. A movie critic’s ratings of “must see, recommended, not recommended, don’t even think about going”
4. Identify the level of measurement (nominal, ordinal, interval, ratio) used in each of the following.
   a. The eye colors of all fellow students in your statistics class
   b. The ages (in years) of homes sold, as listed in Data Set 23 of Appendix B
c. The age brackets (under 30, 30–49, 50–64, over 64) recorded as part of a Pew Research Center poll about global warming
d. The actual temperatures (in degrees Fahrenheit) recorded and listed in Data Set 11 of Appendix B

5. **IBM Survey** The computer giant IBM has 329,373 employees and 637,133 stockholders. A vice president plans to conduct a survey to study the numbers of shares held by individual stockholders.

a. Are the numbers of shares held by stockholders discrete or continuous?
b. Identify the level of measurement (nominal, ordinal, interval, ratio) for the numbers of shares held by stockholders.
c. If the survey is conducted by telephoning 20 randomly selected stockholders in each of the 50 United States, what type of sampling (random, systematic, convenience, stratified, cluster) is being used?
d. If a sample of 1000 stockholders is obtained, and the average (mean) number of shares is calculated for this sample, is the result a statistic or a parameter?
e. What is wrong with gauging stockholder views about employee benefits by mailing a questionnaire that IBM stockholders could complete and mail back?

6. **IBM Survey** Identify the type of sampling (random, systematic, convenience, stratified, cluster) used when a sample of the 637,133 stockholders is obtained as described. Then determine whether the sampling scheme is likely to result in a sample that is representative of the population of all 637,133 stockholders.

a. A complete list of all stockholders is compiled and every 500th name is selected.
b. At the annual stockholders' meeting, a survey is conducted of all who attend.
c. Fifty different stockbrokers are randomly selected, and a survey is made of all their clients who own shares of IBM.
d. A computer file of all IBM stockholders is compiled so that they are all numbered consecutively, then random numbers generated by computer are used to select the sample of stockholders.
e. All of the stockholder zip codes are collected, and 5 stockholders are randomly selected from each zip code.

7. **Percentages**

a. Data Set 9 in Appendix B includes a sample of 35 movies, and 12 of them have ratings of R. What percentage of these 35 movies have R ratings?
b. In a study of 4544 students in grades 5 through 8, it was found that 18% had tried smoking (based on data from “Relation between Parental Restrictions on Movies and Adolescent Use of Tobacco and Alcohol,” by Dalton et al., *Effective Clinical Practice*, Vol. 5, No. 1). How many of the 4544 students tried smoking?

8. **JFK**

a. When John F. Kennedy was elected to the presidency, he received 49.72% of the 68,838,000 votes cast. The collection of all of those votes is the population being considered. Is 49.72% a parameter or a statistic?

b. Part (a) gives the total votes cast in the 1960 presidential election. Consider the total numbers of votes cast in all presidential elections. Are those values discrete or continuous?

c. What is the number of votes that Kennedy received when he was elected to the presidency?

9. **Percentages**

a. The labels on U-Turn protein energy bars include the statement that these bars contain “125% less fat than the leading chocolate candy brands” (based on data from *Consumer Reports* magazine). What is wrong with that claim?
b. In a Pew Research Center poll on driving, 58% of the 1182 respondents said that they like to drive. What is the actual number of respondents who said that they like to drive?

c. In a Pew Research Center poll on driving, 331 of the 1182 respondents said that driving is a chore. What percentage of respondents said that driving is a chore?
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Cumulative Review Exercises

For Chapters 2–15, the Cumulative Review Exercises include topics from preceding chapters. For this chapter, we present calculator warm-up exercises, with expressions similar to those found throughout this book. Use your calculator to find the indicated values.

1. Cigarette Nicotine Refer to the nicotine amounts (in milligrams) of the 25 king-size cigarettes listed in Data Set 4 in Appendix B. What value is obtained when those 25 amounts are added, and the total is then divided by 25? (This result, called the mean, is discussed in Chapter 3.)

2. Movie Lengths Refer to the lengths (in minutes) of the 35 movies listed in Data Set 9 in Appendix B. What value is obtained when those 35 amounts are added, and the total is then divided by 35? (This result, called the mean, is discussed in Chapter 3.) Round the result to one decimal place.

3. Height of Shaquille O’Neal Standardized The given expression is used to convert the height of basketball star Shaquille O’Neal to a standardized score. Round the result to two decimal places.

$$\frac{85 - 80}{3.3}$$

4. Quality Control for Cola The given expression is used for determining whether a sample of cans of Coca Cola are being filled with amounts having an average (mean) that is less than 12 oz. Round the result to two decimal places.

$$\frac{12.13 - 12.00}{0.12}$$

5. Determining Sample Size The given expression is used to determine the size of the sample necessary to estimate the proportion of adults who have cell phones.

$$\left(1.96 \cdot \frac{0.25}{0.01}\right)^2$$

6. Motorcycle Helmets and Injuries The given expression is part of a calculation used to study the relationship between the colors of motorcycle helmets and injuries. Round the result to four decimal places.

$$\frac{(491 - 513.174)^2}{513.174}$$

7. Variation in Body Temperatures The given expression is used to compute a measure of variation (variance) of three body temperatures.

$$\frac{(98.0 - 98.4)^2 + (98.6 - 98.4)^2 + (98.6 - 98.4)^2}{3 - 1}$$

8. Standard Deviation The given expression is used to compute the standard deviation of three body temperatures. (The standard deviation is introduced in Section 3-3.) Round the result to three decimal places.

$$\sqrt{\frac{(98.0 - 98.4)^2 + (98.6 - 98.4)^2 + (98.6 - 98.4)^2}{3 - 1}}$$

10. Why the Discrepancy? A Gallup poll was taken two years before a presidential election, and it showed that Hillary Clinton was preferred by about 50% more voters than Barack Obama. The subjects in the Gallup poll were randomly selected and surveyed by telephone. An America Online (AOL) poll was conducted at the same time as the Gallup poll, and it showed that Barack Obama was preferred by about twice as many respondents as Hillary Clinton. In the AOL poll, Internet users responded to voting choices that were posted on the AOL site. How can the large discrepancy between the two polls be explained? Which poll is more likely to reflect the true opinions of American voters?
Scientific Notation. In Exercises 9–12, the given expressions are designed to yield results expressed in a form of scientific notation. For example, the calculator displayed result of 1.23E5 can be expressed as 123,000, and the result of 4.56E-4 can be expressed as 0.000456. Perform the indicated operation and express the result as an ordinary number that is not in scientific notation.

9. 0.4^{12}  10. 5^{15}  11. 9^{11}  12. 0.25^{6}

Technology Project

The objective of this project is to introduce the technology resources that you will be using in your statistics course. Refer to Data Set 4 in Appendix B and use only the nicotine amounts (in milligrams) of the 25 king-size cigarettes. Using your statistics software package or a TI-83/84 Plus calculator, enter those 25 amounts, then obtain a printout of them.

STATDISK: Click on Datasets at the top of the screen, select the book you are using, select the Cigarette data set, then click on the Print Data button.

Minitab: Enter the data in the column C1, then click on File, and select Print Worksheet.

Excel: Enter the data in column A, then click on File, and select Print.

TI-83/84 Plus: Printing a TI-83/84 Plus screen display requires a connection to a computer, and the procedures vary for different connections. Consult your manual for the correct procedure.

Web Site for Elementary Statistics

Go to: www.aw.com/triola

In this section of each chapter, you will be instructed to visit the home page on the Web site for this textbook. From there you can reach the pages for all the Internet Projects accompanying Elementary Statistics, Eleventh Edition. Go to this Web site now and familiarize yourself with all of the available features for the book.

Each Internet Project includes activities, such as exploring data sets, performing simulations, and researching true-to-life examples found at various Web sites. These activities will help you explore and understand the rich nature of statistics and its importance in our world. Visit the book site now and enjoy the explorations!

APPLET PROJECT

The CD included with this book contains applets designed to help visualize various concepts. Open the Applets folder on the CD and click on Start. Select the menu item of Sample from a population. Use the default distribution of Uniform, but change the sample size to $n = 1000$. Proceed to click on the button labeled Sample several times and comment on how much the results change. (Ignore the values of the mean, median, and standard deviation, and consider only the shape of the distribution of the data.) Are the changes more dramatic with a sample size of $n = 10$? What does this suggest about samples in general?
The concept of “six degrees of separation” grew from a 1967 study conducted by psychologist Stanley Milgram. His original finding was that two random residents in the United States are connected by an average of six intermediaries. In his first experiment, he sent 60 letters to subjects in Wichita, Kansas, and they were asked to forward the letters to a specific woman in Cambridge, Massachusetts. The subjects were instructed to hand deliver the letters to acquaintances who they believed could reach the target person either directly or through other acquaintances. Of the 60 subjects, 50 participated, and three of the letters reached the target. Two subsequent experiments had low completion rates, but Milgram eventually reached a 35% completion rate and he found that for completed chains, the mean number of intermediaries was around six. Consequently, Milgram’s original data led to the concept referred to as “six degrees of separation.”

Analyzing the Results
1. Did Stanley Milgram’s original experiment have a good design, or was it flawed? Explain.
2. Do Milgram’s original data justify the concept of “six degrees of separation?”
3. Describe a sound experiment for determining whether the concept of six degrees of separation is valid.

Critical Thinking

Cooperative Group Activities
1. In-class activity From the cafeteria, obtain 18 straws. Cut 6 of them in half, cut 6 of them into quarters, and leave the other 6 as they are. There should now be 42 straws of 3 different lengths. Put them in a bag, mix them up, then select one straw, find its length, then replace it. Repeat this until 20 straws have been selected. (Important: Select the straws without looking into the bag, and select the first straw that is touched.) Find the average (mean) of the lengths of the sample of 20 straws. Now remove all of the straws and find the mean of the lengths of the population. Did the sample provide an average that was close to the true population average? Why or why not?

2. In-class activity In mid-December of a recent year, the Internet service provider America Online (AOL) ran a survey of its users. This question was asked about Christmas trees: “Which do you prefer?” The response could be “a real tree” or “a fake tree.” Among the 7073 responses received by the Internet users, 4650 indicated a real tree, and 2423 indicated a fake tree. We have already noted that because the sample is a voluntary response sample, no conclusions can be made about a population larger than the 7073 people who responded. Identify other problems with this survey question.

3. In-class activity Identify the problems with the following:
   • A recent televised report on CNN Headline News included a comment that crime in the United States fell in the 1980s because of the growth of abortions in the 1970s, which resulted in fewer unwanted children.
   • Consumer Reports magazine mailed an Annual Questionnaire about cars and other consumer products. Also included were a request for a voluntary contribution of money and a ballot for the Board of Directors. Responses were to be mailed back in envelopes that required postage stamps.

4. Find a professional journal with an article that uses a statistical analysis of an experiment. Describe and comment on the design of the experiment. Identify one particular issue and determine whether the result was found to be statistically significant. Determine whether that same result has practical significance.
StatCrunch is an online statistical software package. As of this writing, students can subscribe to StatCrunch at a cost of $12 for 6 months, and it is free for instructors. To subscribe, go to www.statcrunch.com. With StatCrunch, you can apply many of the methods presented in this book. You have access to thousands of data sets, including those found in Appendix B of this book. You can write reports and share your own data sets.

### Project

1. After signing on to StatCrunch, click on **Explore** located near the top of the page. You will now see the following categories:
   a. Data
   b. Results
   c. Reports
   d. Groups

2. Click on **Groups** and enter **Triola** in the “Browse all” box at the top left, then click on the group **Triola Elementary Statistics (11th Edition).**

3. In the window that appears, click on **25 data sets** that is the link located two lines below the title of “Triola Elementary Statistics (11th Edition).” You now have access to the 25 data sets listed in Appendix B in this book. These data sets are listed in alphabetical order, not the same order used in Appendix B.

4. Click on the data set labeled **Alcohol and Tobacco Use in Animated Children’s Movies.**

5. Now click on **Data** at the top, then click on **Data Table**, and select **Export data.** You should now see the “Export data” window similar to the one shown here. The default is that all columns are selected, so click on the column names of Movie and Company so that they are removed. The result should be as shown in the accompanying screen. Click on **Export** and then click on **Okay.**

6. The left region of the StatCrunch window should now show an “Exported Data” item. Click on that item, then click on **Print** located above the data.

7. Now find some other data set that interests you and print some columns of data. Do not restrict yourself to the 25 data sets listed in Appendix B.

The above project results in a printout of a data set. In later chapters we will do much more with the data. For example, you can obtain important descriptive statistics by clicking on **Stat**, selecting **Summary statistics**, then selecting **Columns**. You could obtain a graph by clicking on **Graphics** and selecting **Histogram.**
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At age 26, Terri Schiavo was married and was seeking to have a child when she collapsed from respiratory and cardiac arrest. Attempts to revive her were unsuccessful and she went into a coma. She was declared to be in a persistent vegetative state in which she appeared to be awake but unaware. She remained in that state for 15 years, unable to communicate or care for herself in any way. She was kept alive through the insertion of a feeding tube. There were intense debates about her situation, with some arguing that she should be allowed to die without the feeding tube, while others argued that her life should be preserved with the feeding tube and any other necessary means. After many legal battles, her feeding tube was removed, and Terri Schiavo died 13 days later at the age of 41. Although there were very different and strong opinions about Terri Schiavo’s medical treatment, there was universal sympathy for her.

In the midst of the many debates about the removal of Terri Schiavo's feeding tube, there was a CNN/USA Today/Gallup poll in which respondents were asked this question: “Based on what you have heard or read about the case, do you agree with the court’s decision to have the feeding tube removed?” The survey was conducted by telephone and there were 909 responses from adults in the United States. Respondents were also asked about their political party affiliations, and a bar graph similar to Figure 2-1 was placed on the CNN Web site. Figure 2-1 shows the poll results broken down by political party. Based on Figure 2-1, it appears that responses by Democrats were substantially different from responses by Republicans and Independents.

We will not address the human issues related to the removal of the feeding tube, although it raises important questions that everyone should carefully consider. Instead, we will focus on the graph in Figure 2-1. Our understanding of graphs and the information they convey will help us answer this question: Does Figure 2-1 fairly represent the survey results?

**Figure 2-1** Survey Results by Party
Chapter 1 discussed statistical thinking and methods for collecting data and identifying types of data. Chapter 1 also discussed consideration of the context of the data, the source of the data, and the sampling method. Samples of data are often large; to analyze such large data sets, we must organize, summarize, and represent the data in a convenient and meaningful form. Often we organize and summarize data numerically in tables or visually in graphs, as described in this chapter. The representation we choose depends on the type of data we collect. However, our ultimate goal is not only to obtain a table or graph, but also to analyze the data and understand what it tells us. In this chapter we are mainly concerned with the distribution of the data set, but that is not the only characteristic of data that we will study. The general characteristics of data are listed here. (Note that we will address the other characteristics of data in later chapters.)

**Characteristics of Data**

1. **Center:** A representative or average value that indicates where the middle of the data set is located.
2. **Variation:** A measure of the amount that the data values vary.
3. **Distribution:** The nature or shape of the spread of the data over the range of values (such as bell-shaped, uniform, or skewed).
4. **Outliers:** Sample values that lie very far away from the vast majority of the other sample values.
5. **Time:** Changing characteristics of the data over time.

**Study Hint:** Blind memorization is not effective in remembering information. To remember the above characteristics of data, it may be helpful to use a memory device called a mnemonic for the first five letters CVDOT. One such mnemonic is “**Computer Viruses Destroy Or Terminate.**” Memory devices are effective in recalling key words related to key concepts.

**Critical Thinking and Interpretation: Going Beyond Formulas and Manual Calculations**

Statistics professors generally believe that it is not so important to memorize formulas or manually perform complex arithmetic calculations. Instead, they focus on obtaining results by using some form of technology (calculator or computer software), and then making practical sense of the results through critical thinking. This chapter includes detailed steps for important procedures, but it is not necessary to master those steps in all cases. However, we recommend that in each case you perform a few manual calculations before using a technological tool. This will enhance your understanding and help you acquire a better appreciation of the results obtained from the technology.

**2-2 Frequency Distributions**

**Key Concept** When working with large data sets, it is often helpful to organize and summarize the data by constructing a table called a **frequency distribution**, defined below. Because computer software and calculators can automatically generate frequency distributions, the details of constructing them are not as essential as what they tell us about data sets. In particular, a frequency distribution helps us understand the nature of the **distribution** of a data set.
Consider pulse rate measurements (in beats per minute) obtained from a simple random sample of 40 males and another simple random sample of 40 females, with the results listed in Table 2-1 (from Data Set 1 in Appendix B). Our pulse is extremely important, because it’s difficult to function without it! Physicians use pulse rates to assess the health of patients. A pulse rate that is abnormally high or low suggests that there might be some medical issue; for example, a pulse rate that is too high might indicate that the patient has an infection or is dehydrated.

### Table 2-1 Pulse Rates (beats per minute) of Females and Males

<table>
<thead>
<tr>
<th>Females</th>
<th>Males</th>
</tr>
</thead>
<tbody>
<tr>
<td>76</td>
<td>68</td>
</tr>
<tr>
<td>72</td>
<td>64</td>
</tr>
<tr>
<td>88</td>
<td>88</td>
</tr>
<tr>
<td>60</td>
<td>72</td>
</tr>
<tr>
<td>60</td>
<td>68</td>
</tr>
<tr>
<td>64</td>
<td>60</td>
</tr>
<tr>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td>68</td>
<td>88</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>68</td>
<td>84</td>
</tr>
<tr>
<td>76</td>
<td>60</td>
</tr>
<tr>
<td>80</td>
<td>72</td>
</tr>
<tr>
<td>96</td>
<td>68</td>
</tr>
<tr>
<td>72</td>
<td>68</td>
</tr>
<tr>
<td>72</td>
<td>88</td>
</tr>
<tr>
<td>68</td>
<td>88</td>
</tr>
<tr>
<td>72</td>
<td>124</td>
</tr>
<tr>
<td>64</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 2-2 is a frequency distribution summarizing the pulse rates of females listed in Table 2-1. The frequency for a particular class is the number of original values that fall into that class. For example, the first class in Table 2-2 has a frequency of 12, indicating that 12 of the original pulse rates are between 60 and 69 beats per minute.

Some standard terms used in discussing and constructing frequency distributions are defined here.

Table 2-2 Pulse Rates of Females

<table>
<thead>
<tr>
<th>Pulse Rate</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>60–69</td>
<td>12</td>
</tr>
<tr>
<td>70–79</td>
<td>14</td>
</tr>
<tr>
<td>80–89</td>
<td>11</td>
</tr>
<tr>
<td>90–99</td>
<td>1</td>
</tr>
<tr>
<td>100–109</td>
<td>1</td>
</tr>
<tr>
<td>110–119</td>
<td>0</td>
</tr>
<tr>
<td>120–129</td>
<td>1</td>
</tr>
</tbody>
</table>

A frequency distribution (or frequency table) shows how a data set is partitioned among all of several categories (or classes) by listing all of the categories along with the number of data values in each of the categories.
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Procedure for Constructing a Frequency Distribution

We construct frequency distributions so that (1) large data sets can be summarized, (2) we can analyze the nature of data, and (3) we have a basis for constructing graphs (such as histograms, introduced in the next section). Although technology allows us to automatically generate frequency distributions, the steps for manually constructing them are as follows:

1. Determine the number of classes. The number of classes should be between 5 and 20, and the number you select might be affected by the convenience of using round numbers.

2. Calculate the class width.

   $\text{Class width} \approx \frac{\text{maximum data value} - \text{minimum data value}}{\text{number of classes}}$

   Round this result to get a convenient number. (We usually round up.) If necessary, change the number of classes so that they use convenient values.

3. Choose either the minimum data value or a convenient value below the minimum data value as the first lower class limit.

4. Using the first lower class limit and the class width, list the other lower class limits. (Add the class width to the first lower class limit to get the second lower class limit. Add the class width to the second lower class limit to get the third lower class limit, and so on.)

5. List the lower class limits in a vertical column and then enter the upper class limits.

6. Take each individual data value and put a tally mark in the appropriate class. Add the tally marks to find the total frequency for each class.

When constructing a frequency distribution, be sure the classes do not overlap. Each of the original values must belong to exactly one class. Include all classes, even those with a frequency of zero. Try to use the same width for all classes, although it is sometimes impossible to avoid open-ended intervals, such as “65 years or older.”

Authors Identified

In 1787–88 Alexander Hamilton, John Jay, and James Madison anonymously published the famous Federalist Papers in an attempt to convince New Yorkers that they should ratify the Constitution. The identity of most of the papers’ authors became known, but the authorship of 12 of the papers was contested. Through statistical analysis of the frequencies of various words, we can now conclude that James Madison is the likely author of these 12 papers. For many of the disputed papers, the evidence in favor of Madison’s authorship is overwhelming to the degree that we can be almost certain of being correct.

CAUTION

The definitions of class width and class boundaries are a bit tricky. Be careful to avoid the easy mistake of making the class width the difference between the lower class limit and the upper class limit. See Table 2-2 and note that the class width is 10, not 9. You can simplify the process of finding class boundaries by understanding that they basically split the difference between the end of one class and the beginning of the next class, as depicted in Figure 2-2.

Pulse Rates of Females

Using the pulse rates of females in Table 2-1, follow the above procedure to construct the frequency distribution shown in Table 2-2. Use 7 classes.
Step 1: Select 7 as the number of desired classes.

Step 2: Calculate the class width. Note that we round 9.1428571 up to 10, which is a much more convenient number.

\[
\text{Class width } \approx \frac{(\text{maximum data value}) - (\text{minimum data value})}{\text{number of classes}} \\
= \frac{124 - 60}{7} = 9.1428571 \approx 10
\]

Step 3: Choose 60, which is the minimum data value and is also a convenient number, as the first lower class limit.

Step 4: Add the class width of 10 to 60 to get the second lower class limit of 70. Continue to add the class width of 10 to get the remaining lower class limits of 80, 90, 100, 110, and 120.

Step 5: List the lower class limits vertically as shown in the margin. From this list, we identify the corresponding upper class limits as 69, 79, 89, 99, 109, 119, and 129.

Step 6: Enter a tally mark for each data value in the appropriate class. Then add the tally marks to find the frequencies shown in Table 2-2.

Relative Frequency Distribution

A variation of the basic frequency distribution is a relative frequency distribution. In a relative frequency distribution, the frequency of a class is replaced with a relative frequency (a proportion) or a percentage frequency (a percent). Note that when percentage frequencies are used, the relative frequency distribution is sometimes called a percentage frequency distribution. In this book we use the term “relative frequency distribution” whether we use a relative frequency or a percentage frequency. Relative frequencies and percentage frequencies are calculated as follows.

\[
\text{relative frequency } = \frac{\text{class frequency}}{\text{sum of all frequencies}} \\
\text{percentage frequency } = \frac{\text{class frequency}}{\text{sum of all frequencies}} \times 100\%
\]

In Table 2-3 the corresponding relative frequencies expressed as percents replace the actual frequency counts from Table 2-2. With 12 of the 40 data values falling in the first class, that first class has a relative frequency of 12/40 = 0.3 or 30%. The second class has a relative frequency of 14/40 = 0.35 or 35%, and so on. If constructed correctly, the sum of the relative frequencies should total 1 (or 100%), with some small discrepancies allowed for rounding errors. (A sum of 99% or 101% is acceptable.)

The sum of the relative frequencies in a relative frequency distribution must be close to 1 (or 100%).

Cumulative Frequency Distribution

The cumulative frequency for a class is the sum of the frequencies for that class and all previous classes. The cumulative frequency distribution based on the frequency distribution of Table 2-2 is shown in Table 2-4. Using the original frequencies of 12, 14, 11, 1, 1, 0, and 1, we add 12 + 14 to get the second cumulative frequency of 26, then

| Table 2-3 Relative Frequency Distribution of Pulse Rates of Females |
|------------------|--------|
| Pulse Rate       | Relative Frequency |
| 60–69            | 30%    |
| 70–79            | 35%    |
| 80–89            | 27.5%  |
| 90–99            | 2.5%   |
| 100–109          | 2.5%   |
| 110–119          | 0      |
| 120–129          | 2.5%   |

| Table 2-4 Cumulative Frequency Distribution of Pulse Rates of Females |
|------------------|--------|
| Pulse Rate       | Cumulative Frequency |
| Less than 70     | 12     |
| Less than 80     | 26     |
| Less than 90     | 37     |
| Less than 100    | 38     |
| Less than 110    | 39     |
| Less than 120    | 39     |
| Less than 130    | 40     |
we add $12 + 14 + 11$ to get the third, and so on. See Table 2-4 and note that in addition to using cumulative frequencies, the class limits are replaced by “less than” expressions that describe the new ranges of values.

### Critical Thinking: Interpreting Frequency Distributions

In statistics we are interested in the distribution of the data and, in particular, whether the data have a **normal distribution**. (We discuss normal distributions in detail in Chapter 6.) A frequency distribution is often one of the first tools we use in analyzing data, and it often reveals some important characteristics of the data. Here we use a frequency distribution to determine whether the data have approximately a normal distribution. Data that have an approximately normal distribution are characterized by a frequency distribution with the following features:

**Normal Distribution**

1. The frequencies start low, then increase to one or two high frequencies, then decrease to a low frequency.

2. The distribution is approximately symmetric, with frequencies preceding the maximum being roughly a mirror image of those that follow the maximum.

**Example 2**

**Normal Distribution** IQ scores from 1000 adults were randomly selected. The results are summarized in the frequency distribution of Table 2-5. The frequencies start low, then increase to a maximum frequency of 490, then decrease to low frequencies. Also, the frequencies are roughly symmetric about the maximum frequency of 490. It appears that the distribution is approximately a normal distribution.

<table>
<thead>
<tr>
<th>IQ Score</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>50–69</td>
<td>24</td>
</tr>
<tr>
<td>70–89</td>
<td>228</td>
</tr>
<tr>
<td>90–109</td>
<td>490</td>
</tr>
<tr>
<td>110–129</td>
<td>232</td>
</tr>
<tr>
<td>130–149</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 2-5 illustrates data with a normal distribution. The following examples illustrate how frequency distributions are used to describe, explore, and compare data sets.

**Example 3**

**Describing Data: How Were the Pulse Rates Measured?**

The frequency distribution in Table 2-6 summarizes the last digits of the pulse rates of females from Table 2-1 on page 47. If the pulse rates are measured by counting the number of heartbeats in 1 minute, we expect that the last digits should occur with frequencies that are roughly the same. But note that the frequency distribution shows that...
the last digits are all even numbers; there are no odd numbers present! This suggests that the pulse rates were not counted for 1 minute. Upon further examination of the original pulse rates, we can see that every original value is a multiple of four, suggesting that the number of heartbeats was counted for 15 seconds, then that count was multiplied by 4. It’s fascinating and interesting that we are able to deduce something about the measurement procedure through an investigation of characteristics of the data.

Table 2-6 Last Digits of Female Pulse Rates

<table>
<thead>
<tr>
<th>Last Digit</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2-7 Randomly Selected Pennies

<table>
<thead>
<tr>
<th>Weights (grams) of Pennies</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.40–2.49</td>
<td>18</td>
</tr>
<tr>
<td>2.50–2.59</td>
<td>19</td>
</tr>
<tr>
<td>2.60–2.69</td>
<td>0</td>
</tr>
<tr>
<td>2.70–2.79</td>
<td>0</td>
</tr>
<tr>
<td>2.80–2.89</td>
<td>0</td>
</tr>
<tr>
<td>2.90–2.99</td>
<td>2</td>
</tr>
<tr>
<td>3.00–3.09</td>
<td>25</td>
</tr>
<tr>
<td>3.10–3.19</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2-8 Pulse Rates of Women and Men

<table>
<thead>
<tr>
<th>Pulse Rate</th>
<th>Women</th>
<th>Men</th>
</tr>
</thead>
<tbody>
<tr>
<td>50–59</td>
<td>0%</td>
<td>15%</td>
</tr>
<tr>
<td>60–69</td>
<td>30%</td>
<td>42.5%</td>
</tr>
<tr>
<td>70–79</td>
<td>35%</td>
<td>20%</td>
</tr>
<tr>
<td>80–89</td>
<td>27.5%</td>
<td>20%</td>
</tr>
<tr>
<td>90–99</td>
<td>2.5%</td>
<td>2.5%</td>
</tr>
<tr>
<td>100–109</td>
<td>2.5%</td>
<td>0%</td>
</tr>
<tr>
<td>110–119</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>120–129</td>
<td>2.5%</td>
<td>0%</td>
</tr>
</tbody>
</table>

**Example 4** Exploring Data: What Does a Gap Tell Us? Table 2-7 is a frequency distribution of the weights (grams) of randomly selected pennies. Examination of the frequencies reveals a large gap between the lightest pennies and the heaviest pennies. This suggests that we have two different populations. Upon further investigation, it is found that pennies made before 1983 are 97% copper and 3% zinc, whereas pennies made after 1983 are 3% copper and 97% zinc, which explains the large gap between the lightest pennies and the heaviest pennies.

**Gaps** Example 4 illustrates this principle: The presence of gaps can show that we have data from two or more different populations. However, the converse is not true, because data from different populations do not necessarily result in gaps such as that in the example.

**Example 5** Comparing Pulse Rates of Women and Men Table 2-1 on page 47 lists pulse rates of simple random samples of 40 females and 40 males. Table 2-8 shows the relative frequency distributions for those pulse rates. By comparing those relative frequencies, we see that pulse rates of males tend to be lower than those of females. For example, the majority (57.5%) of the males have pulse rates below 70, compared to only 30% of the females.

So far we have discussed frequency distributions using only quantitative data sets, but frequency distributions can also be used to summarize qualitative data, as illustrated in Example 6.
Table 2-9 Colleges of Undergraduates

<table>
<thead>
<tr>
<th>College</th>
<th>Relative Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public 2-Year</td>
<td>36.8%</td>
</tr>
<tr>
<td>Public 4-Year</td>
<td>40.0%</td>
</tr>
<tr>
<td>Private 2-Year</td>
<td>1.6%</td>
</tr>
<tr>
<td>Private 4-Year</td>
<td>21.9%</td>
</tr>
</tbody>
</table>

**Example 6**

College Undergraduate Enrollments Table 2-9 shows the distribution of undergraduate college student enrollments among the four categories of colleges (based on data from the U.S. National Center for Education Statistics). The sum of the relative frequencies is 100.3%, which is slightly different from 100% because of rounding errors.

**Example 7**

Education and Smoking: Frequency Distribution? Table 2-10 is a type of table commonly depicted in media reports, but it is *not* a relative frequency distribution. (Table 2-10 is based on data from the Centers for Disease Control and Prevention.) The definition of a frequency distribution given earlier requires that the table shows how a data set is distributed among all of several categories, but Table 2-10 does not show how the population of smokers is distributed among the different education categories. Instead, Table 2-10 shows the percentage of smokers in each of the different categories. Also, the sum of the frequencies in Table 2-10 is 157%, which is clearly different from 100%, even after accounting for any rounding errors. Table 2-10 has value for conveying important information, but it is not a frequency distribution.

Table 2-10 Education and Smoking

<table>
<thead>
<tr>
<th>Education</th>
<th>Percentage Who Smoke</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–12 (no diploma)</td>
<td>26%</td>
</tr>
<tr>
<td>GED diploma</td>
<td>43%</td>
</tr>
<tr>
<td>High school graduate</td>
<td>25%</td>
</tr>
<tr>
<td>Some college</td>
<td>23%</td>
</tr>
<tr>
<td>Associate degree</td>
<td>21%</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>12%</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>7%</td>
</tr>
</tbody>
</table>

**Table for Exercise 3**

Downloaded Material Percent

<table>
<thead>
<tr>
<th>Material</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Music</td>
<td>32%</td>
</tr>
<tr>
<td>Games</td>
<td>25%</td>
</tr>
<tr>
<td>Software</td>
<td>14%</td>
</tr>
<tr>
<td>Movies</td>
<td>10%</td>
</tr>
</tbody>
</table>

**Table for Exercise 4**

Height (in.) Frequency

<table>
<thead>
<tr>
<th>Height (in.)</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>35–39</td>
<td>6</td>
</tr>
<tr>
<td>40–44</td>
<td>31</td>
</tr>
<tr>
<td>45–49</td>
<td>67</td>
</tr>
<tr>
<td>50–54</td>
<td>21</td>
</tr>
<tr>
<td>55–59</td>
<td>0</td>
</tr>
<tr>
<td>60–64</td>
<td>0</td>
</tr>
<tr>
<td>65–69</td>
<td>6</td>
</tr>
<tr>
<td>70–74</td>
<td>10</td>
</tr>
</tbody>
</table>

**2-2 Basic Skills and Concepts**

Statistical Literacy and Critical Thinking

1. Frequency Distribution Table 2-7 on page 51 is a frequency distribution summarizing the weights of 72 different pennies. Is it possible to identify the original list of the 72 individual weights from Table 2-7? Why or why not?

2. Relative Frequency Distribution After constructing a relative frequency distribution summarizing IQ scores of college students, what should be the sum of the relative frequencies?

3. Unauthorized Downloading A Harris Interactive survey involved 1644 people between the ages of 8 years and 18 years. The accompanying table summarizes the results. Does this table describe a relative frequency distribution? Why or why not?

4. Analyzing a Frequency Distribution The accompanying frequency distribution summarizes the heights of a sample of people at Vassar Road Elementary School. What can you conclude about the people included in the sample?
In Exercises 5–8, identify the class width, class midpoints, and class boundaries for the given frequency distribution. The frequency distributions are based on data from Appendix B.

<table>
<thead>
<tr>
<th>5. Tar (mg) in Nonfiltered Cigarettes</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
<td>1</td>
</tr>
<tr>
<td>14–17</td>
<td>0</td>
</tr>
<tr>
<td>18–21</td>
<td>15</td>
</tr>
<tr>
<td>22–25</td>
<td>7</td>
</tr>
<tr>
<td>26–29</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>6. Tar (mg) in Filtered Cigarettes</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>2–5</td>
<td>2</td>
</tr>
<tr>
<td>6–9</td>
<td>2</td>
</tr>
<tr>
<td>10–13</td>
<td>6</td>
</tr>
<tr>
<td>14–17</td>
<td>15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>7. Weights (lb) of Discarded Metal</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00–0.99</td>
<td>5</td>
</tr>
<tr>
<td>1.00–1.99</td>
<td>26</td>
</tr>
<tr>
<td>2.00–2.99</td>
<td>15</td>
</tr>
<tr>
<td>3.00–3.99</td>
<td>12</td>
</tr>
<tr>
<td>4.00–4.99</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>8. Weights (lb) of Discarded Plastic</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00–0.99</td>
<td>14</td>
</tr>
<tr>
<td>1.00–1.99</td>
<td>20</td>
</tr>
<tr>
<td>2.00–2.99</td>
<td>21</td>
</tr>
<tr>
<td>3.00–3.99</td>
<td>4</td>
</tr>
<tr>
<td>4.00–4.99</td>
<td>2</td>
</tr>
<tr>
<td>5.00–5.99</td>
<td>1</td>
</tr>
</tbody>
</table>

Critical Thinking. In Exercises 9–12, answer the given questions that relate to Exercises 5–8.

9. Identifying the Distribution Using a strict interpretation of the relevant criteria on page 50, does the frequency distribution given in Exercise 5 appear to have a normal distribution? Does the distribution appear to be normal if the criteria are interpreted very loosely?

10. Identifying the Distribution Using a strict interpretation of the relevant criteria on page 50, does the frequency distribution given in Exercise 6 appear to have a normal distribution? Does the distribution appear to be normal if the criteria are interpreted very loosely?

11. Comparing Relative Frequencies Construct one table (similar to Table 2-8 on page 51) that includes relative frequencies based on the frequency distributions from Exercises 5 and 6, then compare the amounts of tar in nonfiltered and filtered cigarettes. Do the cigarette filters appear to be effective?

12. Comparing Relative Frequencies Construct one table (similar to Table 2-8 on page 51) that includes relative frequencies based on the frequency distributions from Exercises 7 and 8, then compare the weights of discarded metal and plastic. Do those weights appear to be about the same or are they substantially different?

In Exercises 13 and 14, construct the cumulative frequency distribution that corresponds to the frequency distribution in the exercise indicated.

13. Exercise 5
14. Exercise 6

In Exercises 15 and 16, use the given qualitative data to construct the relative frequency distribution.

15. Titanic Survivors The 2223 people aboard the Titanic include 361 male survivors, 1395 males who died, 345 female survivors, and 122 females who died.

16. Smoking Treatments In a study, researchers treated 570 people who smoke with either nicotine gum or a nicotine patch. Among those treated with nicotine gum, 191 continued to smoke and the other 59 stopped smoking. Among those treated with a nicotine patch, 263 continued to smoke and the other 57 stopped smoking (based on data from the Centers for Disease Control and Prevention).
17. Analysis of Last Digits Heights of statistics students were obtained by the author as part of a study conducted for class. The last digits of those heights are listed below. Construct a frequency distribution with 10 classes. Based on the distribution, do the heights appear to be reported or actually measured? What do you know about the accuracy of the results?

0 0 0 0 0 0 0 1 1 2 3 3 4 5 5 5 5 5 5 5 5 5 6 6 8 8 9


155 142 149 130 151 163 151 142 156 133 138 161 128 144 172 137 151 166 147 163
145 116 136 158 114 165 169 145 150 150 158 151 145 152 140 170 129 188 156

19. Nicotine in Nonfiltered Cigarettes Refer to Data Set 4 in Appendix B and use the 25 nicotine amounts (in mg) listed for the nonfiltered king-size cigarettes. Construct a frequency distribution. Begin with a lower class limit of 1.0 mg, and use a class width of 0.20 mg.

20. Nicotine in Filtered Cigarettes Refer to Data Set 4 in Appendix B and use the 25 nicotine amounts (in mg) listed for the filtered and nonmenthol cigarettes. Construct a frequency distribution. Begin with a lower class limit of 0.2 mg, and use a class width of 0.20 mg. Compare the frequency distribution to the result from Exercise 19.

21. Home Voltage Measurements Refer to Data Set 13 in Appendix B and use the 40 home voltage measurements. Construct a frequency distribution with five classes. Begin with a lower class limit of 123.3 volts, and use a class width of 0.20 volt. Does the result appear to have a normal distribution? Why or why not?

22. Generator Voltage Measurements Refer to Data Set 13 in Appendix B and use the 40 voltage measurements from the generator. Construct a frequency distribution with seven classes. Begin with a lower class limit of 123.9 volts, and use a class width of 0.20 volt. Using a very loose interpretation of the relevant criteria, does the result appear to have a normal distribution? Compare the frequency distribution to the result from Exercise 21.

23. How Long Is a 3/4 in. Screw? Refer to Data Set 19 in Appendix B and use the 50 screw lengths to construct a frequency distribution. Begin with a lower class limit of 0.720 in., and use a class width of 0.010 in. The screws were labeled as having a length of 3/4 in. Does the frequency distribution appear to be consistent with the label? Why or why not?

24. Weights of Discarded Paper As part of the Garbage Project at the University of Arizona, the discarded garbage for 62 households was analyzed. Refer to the 62 weights of discarded paper from Data Set 22 in Appendix B and construct a frequency distribution. Begin with a lower class limit of 1.00 lb, and use a class width of 4.00 lb. Do the weights of discarded paper appear to have a normal distribution? Compare the weights of discarded paper to the weights of discarded metal by referring to the frequency distribution given in Exercise 7.

25. FICO Scores Refer to Data Set 24 in Appendix B for the FICO credit rating scores. Construct a frequency distribution beginning with a lower class limit of 400, and use a class width of 50. Does the result appear to have a normal distribution? Why or why not?

26. Regular Coke and Diet Coke Refer to Data Set 17 in Appendix B. Construct a relative frequency distribution for the weights of regular Coke. Start with a lower class limit of 0.7900 lb, and use a class width of 0.0050 lb. Then construct another relative frequency distribution for the weights of Diet Coke by starting with a lower class limit of 0.7750 lb, and use a class width of 0.0050 lb. Then compare the results to determine whether there appears to be a significant difference. If so, provide a possible explanation for the difference.

27. Weights of Quarters Refer to Data Set 20 in Appendix B and use the weights (grams) of the pre-1964 quarters. Construct a frequency distribution. Begin with a lower class limit of 6.0000 g, and use a class width of 0.0500 g.
28. **Weights of Quarters** Refer to Data Set 20 in Appendix B and use the weights (grams) of the post-1964 quarters. Construct a frequency distribution. Begin with a lower class limit of 5.5000 g, and use a class width of 0.0500 g. Compare the frequency distribution to the result from Exercise 27.

29. **Blood Groups** Listed below are blood groups of O, A, B, and AB of randomly selected blood donors (based on data from the Greater New York Blood Program). Construct a table summarizing the frequency distribution of these blood groups.

```
```

30. **Train Derailments** An analysis of 50 train derailment incidents identified the main causes listed below, where T denotes bad track, E denotes faulty equipment, H denotes human error, and O denotes other causes (based on data from the Federal Railroad Administration). Construct a table summarizing the frequency distribution of these causes of train derailments.

```
T T E E H H H H O O H H H E E T T T E T T H O T
T T T T T T T T H E E T T E E T T T H T T O O O
```

### 2-2 Beyond the Basics

#### 31. Interpreting Effects of Outliers
Refer to Data Set 21 in Appendix B for the axial loads of aluminum cans that are 0.0111 in. thick. The load of 504 lb is an outlier because it is very far away from all of the other values. Construct a frequency distribution that includes the value of 504 lb, then construct another frequency distribution with the value of 504 lb excluded. In both cases, start the first class at 200 lb and use a class width of 20 lb. State a generalization about the effect of an outlier on a frequency distribution.

#### 32. Number of Classes
According to Sturges’s guideline, the ideal number of classes for a frequency distribution can be approximated by

\[1 + \left(\log n\right) / \left(\log 2\right)\]

where \(n\) is the number of data values. Use this guideline to complete the table in the margin.

<table>
<thead>
<tr>
<th>Number of Data Values</th>
<th>Ideal Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>16–22</td>
<td>5</td>
</tr>
<tr>
<td>23–45</td>
<td>6</td>
</tr>
<tr>
<td>?</td>
<td>7</td>
</tr>
<tr>
<td>?</td>
<td>8</td>
</tr>
<tr>
<td>?</td>
<td>9</td>
</tr>
<tr>
<td>?</td>
<td>10</td>
</tr>
<tr>
<td>?</td>
<td>11</td>
</tr>
<tr>
<td>?</td>
<td>12</td>
</tr>
</tbody>
</table>

### 2-3 Histograms

#### Key Concept
In Section 2-2 we introduced the frequency distribution as a tool for summarizing a large data set and determining the distribution of the data. In this section we discuss a visual tool called a histogram, and its significance in representing and analyzing data. Because many statistics computer programs and calculators can automatically generate histograms, it is not so important to master the mechanical procedures for constructing them. Instead we focus on the information we can obtain from a histogram. Namely, we use a histogram to analyze the shape of the distribution of the data.

**Definition**

A histogram is a graph consisting of bars of equal width drawn adjacent to each other (without gaps). The horizontal scale represents classes of quantitative data values and the vertical scale represents frequencies. The heights of the bars correspond to the frequency values.

A histogram is basically a graphic version of a frequency distribution. For example, Figure 2-3 on page 56 shows the histogram corresponding to the frequency distribution in Table 2-2 on page 47.
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The bars on the horizontal scale are labeled with one of the following: (1) class boundaries (as shown in Figure 2-3); (2) class midpoints; or (3) lower class limits. The first and second options are technically correct, while the third option introduces a small error. Both axes should be clearly labeled.

**Horizontal Scale for Histogram:** Use class boundaries or class midpoints.

**Vertical Scale for Histogram:** Use the class frequencies.

**Relative Frequency Histogram**
A relative frequency histogram has the same shape and horizontal scale as a histogram, but the vertical scale is marked with relative frequencies (as percentages or proportions) instead of actual frequencies, as in Figure 2-4.

**Critical Thinking: Interpreting Histograms**
Remember that the objective is not simply to construct a histogram, but rather to understand something about the data. Analyze the histogram to see what can be learned about CVDOT: the center of the data, the variation (which will be discussed at length in Section 3-3), the distribution, and whether there are any outliers (values far away from the other values). Examining Figure 2-3, we see that the histogram is centered roughly around 80, the values vary from around 60 to 130, and the shape of the distribution is heavier on the left. The bar at the extreme right appears to represent a questionable pulse rate of about 125 beats per minute, which is exceptionally high.

**Normal Distribution**
When graphed, a normal distribution has a “bell” shape. Characteristics of the bell shape are (1) the frequencies increase to a maximum, and then decrease, and (2) symmetry, with the left half of the graph roughly a mirror image of the right half. The STATDISK-generated histogram on the top of the next page corresponds to the frequency distribution of Table 2-5 on page 50, which was obtained from a simple random sample of 1000 IQ scores of adults in the United States. Many statistical methods require that sample data come from a population having a distribution that is approximately a normal distribution, and we can often use a histogram to determine whether this requirement is satisfied.

**Missing Data**
Samples are commonly missing some data. Missing data fall into two general categories: (1) Missing values that result from random causes unrelated to the data values, and (2) missing values resulting from causes that are not random. Random causes include factors such as the incorrect entry of sample values or lost survey results. Such missing values can often be ignored because they do not systematically hide some characteristic that might significantly affect results. It’s trickier to deal with values missing because of factors that are not random. For example, results of an income analysis might be seriously flawed if people with very high incomes refuse to provide those values because they fear income tax audits. Those missing high incomes should not be ignored, and further research would be needed to identify them.
Powerful software packages are effective for generating graphs, including histograms. We make frequent reference to STATDISK, Minitab, Excel, and the TI-83/84 Plus calculator throughout this book. All of these technologies can generate histograms. The detailed instructions can vary from easy to complex, so we provide some relevant comments below. For detailed instructions, see the manuals that are supplements to this book.

**STATDISK**  
Enter the data in the STATDISK Data Window, click **Data**, click **Histogram**, and then click on the **Plot** button. (If you prefer to enter your own class width and starting point, click on the “User defined” button before clicking on Plot.)

**Minitab 15** or Earlier: Enter the data in a column, click on **Graph**, then **Histogram.** Select the “Simple” histogram. Enter the column in the “Graph variables” window and click **OK.** Minitab determines the class width and starting point, and does not allow you to use a different class width or starting point.

**Minitab 16**  
Click on **Assistant** and select **Graphical Assistant.** Click on **Histogram**, select the column to be used, then click **OK.**

**TI-83/84 PLUS**  
Enter a list of data in L1 or use a list of values assigned to a name. Select the **STAT PLOT** function by pressing **2ND** and use the arrow keys to turn **Plot1** to “On” and select the graph with bars. The screen display should be as shown here.

If you want to let the calculator determine the class width and starting point, press **ZOOM** to get a histogram with default settings. (To enter your own class width and class boundaries, press **WINDOW** and enter the maximum and minimum values. The Xscl value will be the class width. Press **GRAPH** to obtain the graph.)

**EXCEL**  
Excel can generate histograms like the one shown here, but it is extremely difficult. To easily generate a histogram, use the DDXL add-in that is on the CD included with this book. After DDXL has been installed within Excel, click on **Add-Ins** if using Excel 2010 or Excel 2007. Click on **DDXL**, select **Charts and Plots**, and click on the “function type” of **Histogram.** Click on the pencil icon and enter the range of cells containing the data, such as A1:A500 for 500 values in rows 1 through 500 of column A.

---

**Statistical Literacy and Critical Thinking**

1. **Histogram**  
Table 2-2 is a frequency distribution summarizing the pulse rates of females listed in Table 2-1, and Figure 2-3 is a histogram depicting that same data set. When trying to better understand the pulse rate data, what is the advantage of examining the histogram instead of the frequency distribution?
2. **Voluntary Response Sample** The histogram in Figure 2-3 on page 56 is constructed from a *simple random sample* of women. If you construct a histogram with data collected from a *voluntary response sample*, will the distribution depicted in the histogram reflect the true distribution of the population? Why or why not?

3. **Small Data** The population of ages at inauguration of all U. S. Presidents who had professions in the military is 62, 46, 68, 64, 57. Why does it not make sense to construct a histogram for this data set?

4. **Normal Distribution** When referring to a normal distribution, does the term “normal” have the same meaning as in ordinary language? What criterion can be used to determine whether the data depicted in a histogram have a distribution that is approximately a normal distribution? Is this criterion totally objective, or does it involve subjective judgment?

*In Exercises 5–8, answer the questions by referring to the following STATDISK-generated histogram, which represents the numbers of miles driven by automobiles in New York City.*

5. **Sample Size** How many automobiles are included in the histogram? How many of the automobiles traveled more than 20,000 miles?

6. **Class Width and Class Limits** What is the class width? What are the approximate lower and upper class limits of the first class?

7. **Variation** What is the minimum possible number of miles traveled by an automobile included in the histogram? What is the maximum possible number of miles traveled?

8. **Gap** What is a reasonable explanation for the large gap in the histogram?

9. **Analysis of Last Digits** Use the frequency distribution from Exercise 17 in Section 2-2 to construct a histogram. What can you conclude from the distribution of the digits? Specifically, do the heights appear to be reported or actually measured?

10. **Radiation in Baby Teeth** Use the frequency distribution from Exercise 18 in Section 2-2 to construct a histogram.

11. **Nicotine in Nonfiltered Cigarettes** Use the frequency distribution from Exercise 19 in Section 2-2 to construct a histogram.

12. **Nicotine in Filtered Cigarettes** Use the frequency distribution from Exercise 20 in Section 2-2 to construct a histogram. Compare this histogram to the histogram from Exercise 11.

13. **Home Voltage Measurements** Use the frequency distribution from Exercise 21 in Section 2-2 to construct a histogram. Does the result appear to be a normal distribution? Why or why not?

14. **Generator Voltage Measurements** Use the frequency distribution from Exercise 22 in Section 2-2 to construct a histogram. Using a very loose interpretation of the relevant criteria, does the result appear to be a normal distribution? Compare this histogram to the histogram from Exercise 13.

15. **How Long Is a 3/4 in. Screw?** Use the frequency distribution from Exercise 23 in Section 2-2 to construct a histogram. What does the histogram suggest about the length of 3/4 in., as printed on the labels of the packages containing the screws?
16. **Weights of Discarded Paper** Use the frequency distribution from Exercise 24 in Section 2-2 to construct a histogram. Do the weights of discarded paper appear to have a normal distribution?

17. **FICO Scores** Use the frequency distribution from Exercise 25 in Section 2-2 to construct a histogram. Does the result appear to be a normal distribution? Why or why not?

18. **Regular Coke and Diet Coke** Use the relative frequency distributions from Exercise 26 in Section 2-2 to construct a histogram for the weights of regular Coke and another histogram for the weights of diet Coke. Compare the results and determine whether there appears to be a significant difference.

19. **Weights of Quarters** Use the frequency distribution from Exercise 27 in Section 2-2 to construct a histogram.

20. **Weights of Quarters** Use the frequency distribution from Exercise 28 in Section 2-2 to construct a histogram. Compare this histogram to the histogram from Exercise 19.

### Beyond the Basics

21. **Back-to-Back Relative Frequency Histograms** When using histograms to compare two data sets, it is sometimes difficult to make comparisons by looking back and forth between the two histograms. A *back-to-back relative frequency histogram* uses a format that makes the comparison much easier. Instead of frequencies, we should use relative frequencies (percentages or proportions) so that the comparisons are not distorted by different sample sizes. Complete the back-to-back relative frequency histograms shown below by using the data from Table 2-8 on page 51. Then use the result to compare the two data sets.

![Back-to-Back Relative Frequency Histogram](image)

22. **Interpreting Effects of Outliers** Refer to Data Set 21 in Appendix B for the axial loads of aluminum cans that are 0.0111 in. thick. The load of 504 lb is an outlier because it is very far away from all of the other values. Construct a histogram that includes the value of 504 lb, then construct another histogram with the value of 504 lb excluded. In both cases, start the first class at 200 lb and use a class width of 20 lb. State a generalization about the effect an outlier might have on a histogram.

---

2-4 **Statistical Graphics**

**Key Concept** In Section 2-3 we discussed histograms. In this section we discuss other types of statistical graphs. Our objective is to identify a suitable graph for representing a data set. The graph should be effective in revealing the important characteristics of the data. Although most of the graphs presented here are standard statistical graphs, statisticians are developing new types of graphs for depicting data. We examine one such graph later in the section.
Frequency Polygon

One type of statistical graph involves the class midpoints. A frequency polygon uses line segments connected to points located directly above class midpoint values. We construct a frequency polygon from a frequency distribution as shown in Example 1.

**Example 1**  
**Frequency Polygon: Pulse Rates of Women** See Figure 2-5 for the frequency polygon corresponding to the pulse rates of women summarized in the frequency distribution of Table 2-2 on page 47. The heights of the points correspond to the class frequencies, and the line segments are extended to the right and left so that the graph begins and ends on the horizontal axis. Just as it is easy to construct a histogram from a frequency distribution table, it is also easy to construct a frequency polygon from a frequency distribution table.

A variation of the basic frequency polygon is the relative frequency polygon, which uses relative frequencies (proportions or percentages) for the vertical scale. When trying to compare two data sets, it is often very helpful to graph two relative frequency polygons on the same axes.

**Example 2**  
**Relative Frequency Polygon: Pulse Rates** See Figure 2-6, which shows the relative frequency polygons for the pulse rates of women and men as listed in Table 2-1 on page 47. Figure 2-6 makes it clear that the pulse rates of men are less than the pulse rates of women (because the line representing men is farther to the left than the line representing women). Figure 2-6 accomplishes something that is truly wonderful: It enables an understanding of data that is not possible with visual examination of the lists of data in Table 2-1. (It’s like a good poetry teacher revealing the true meaning of a poem.)
Ogive

Another type of statistical graph called an *ogive* (pronounced “oh-jive”) involves cumulative frequencies. Ogives are useful for determining the number of values below some particular value, as illustrated in Example 3. An *ogive* is a line graph that depicts *cumulative* frequencies. An ogive uses class boundaries along the horizontal scale, and cumulative frequencies along the vertical scale.

**Example 3**  
**Ogive: Pulse Rate of Females**  
Figure 2-7 shows an ogive corresponding to Table 2-4 on page 49. From Figure 2-7, we see that 26 of the pulse rates are less than 79.5.

\[
\begin{align*}
\text{Cumulative Frequency} & \\
\text{Pulse Rate} & \\
59.5 & 109.5 \\
69.5 & 119.5 \\
79.5 & 129.5 \\
89.5 & 139.5 \\
99.5 & 149.5
\end{align*}
\]

26 of the values are less than 79.5

![Ogive graph](image)

**Dotplots**

A *dotplot* consists of a graph in which each data value is plotted as a point (or dot) along a scale of values. Dots representing equal values are stacked.

**Example 4**  
**Dotplot: Pulse Rate of Females**  
A Minitab-generated dotplot of the pulse rates of females from Table 2-1 on page 47 appears below. The three stacked dots at the left represent the pulse rates of 60, 60, and 60. The next four dots are stacked above 64, indicating that there are four pulse rates of 64 beats per minute. This dotplot reveals the distribution of the pulse rates. It is possible to recreate the original list of data values, since each data value is represented by a single point.

![Dotplot graph](image)

**Stemplots**

A *stemplot* (or *stem-and-leaf plot*) represents quantitative data by separating each value into two parts: the stem (such as the leftmost digit) and the leaf (such as the rightmost digit).
**Florence Nightingale**

Florence Nightingale (1820–1910) is known to many as the founder of the nursing profession, but she also saved thousands of lives by using statistics. When she encountered an unsanitary and under-supplied hospital, she improved those conditions and then used statistics to convince others of the need for more widespread medical reform. She developed original graphs to illustrate that, during the Crimean War, more soldiers died as a result of unsanitary conditions than were killed in combat. Florence Nightingale pioneered the use of social statistics as well as graphics techniques.

---

**Example 5**

**Stemplot: Pulse Rate of Females** The following stemplot depicts the pulse rates of females listed in Table 2-1 on page 47. The pulse rates are arranged in increasing order as 60, 60, 60, 64, . . . , 124. The first value of 60 is separated into its stem of 6 and leaf of 0, and each of the remaining values is separated in a similar way. Note that the stems and leaves are arranged in increasing order, not the order in which they occur in the original list.

<table>
<thead>
<tr>
<th>Stem (tens)</th>
<th>Leaves (units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>000444488888</td>
</tr>
<tr>
<td>7</td>
<td>222222266666</td>
</tr>
<tr>
<td>8</td>
<td>000000888888</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4</td>
</tr>
</tbody>
</table>

By turning the stemplot on its side, we can see a distribution of these data. One advantage of the stemplot is that we can see the distribution of data and yet retain all the information in the original list. If necessary, we could reconstruct the original list of values. Another advantage is that construction of a stemplot is a quick way to sort data (arrange them in order), which is required for some statistical procedures (such as finding a median, or finding percentiles).

The rows of digits in a stemplot are similar in nature to the bars in a histogram. One of the guidelines for constructing frequency distributions is that the number of classes should be between 5 and 20, and the same guideline applies to histograms and stemplots for the same reasons. Better stemplots are often obtained by first rounding the original data values. Also, stemplots can be expanded to include more rows and can be condensed to include fewer rows. See Exercise 28.

---

**Bar Graphs**

A bar graph uses bars of equal width to show frequencies of categories of qualitative data. The vertical scale represents frequencies or relative frequencies. The horizontal scale identifies the different categories of qualitative data. The bars may or may not be separated by small gaps. For example, Figure 2-1 included with the Chapter Problem is a bar graph. A multiple bar graph has two or more sets of bars, and is used to compare two or more data sets.

**Example 6**

**Multiple Bar Graph of Gender and Income** See the following Minitab-generated multiple bar graph of the median incomes of males and females in different years (based on data from the U.S. Census Bureau). From this graph we see that males consistently have much higher median incomes than females, and that both males and females have steadily increasing incomes over time. Comparing the heights of the bars from left to right, the ratios of incomes of males to incomes of females are ratios that appear to be decreasing, which indicates that the gap between male and female median incomes is becoming smaller.
Pareto Charts

When we want to draw attention to the more important categories, we can use a Pareto chart. A Pareto chart is a bar graph for qualitative data, with the added stipulation that the bars are arranged in descending order according to frequencies. The vertical scale in a Pareto chart represents frequencies or relative frequencies. The horizontal scale identifies the different categories of qualitative data. The bars decrease in height from left to right.

Example 7 Pareto Chart: How to Find a Job

The following Minitab-generated Pareto chart shows how workers found their jobs (based on data from The Bernard Haldane Associates). We see that networking was the most successful way workers found their jobs. This Pareto chart suggests that instead of relying solely on such resources as school job placement personnel or newspaper ads, job applicants should actively pursue networking as a means for getting a job.

Pie Charts

A pie chart is a graph that depicts qualitative data as slices of a circle, in which the size of each slice is proportional to the frequency count for the category.
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**Pie Chart: How to Find a Job**
The Minitab-generated pie chart on the preceding page is based on the same data used for the Pareto chart in Example 7. Construction of a pie chart involves slicing up the circle into the proper proportions that represent relative frequencies. For example, the category of networking represents 61% of the total, so the slice representing networking should be 61% of the total (with a central angle of $0.61 \times 360^\circ = 220^\circ$).

The Pareto chart and the pie chart from Examples 7 and 8 depict the same data in different ways, but the Pareto chart does a better job of showing the relative sizes of the different components.

**Scatterplots**
A scatterplot (or scatter diagram) is a plot of paired ($x$, $y$) quantitative data with a horizontal $x$-axis and a vertical $y$-axis. The horizontal axis is used for the first ($x$) variable, and the vertical axis is used for the second variable. The pattern of the plotted points is often helpful in determining whether there is a relationship between the two variables. (This issue is discussed at length when the topic of correlation is considered in Section 10-2.)

**Scatterplot: Crickets and Temperature**
One classic use of a scatterplot involves numbers of cricket chirps per minute paired with temperatures (°F). Using data from *The Song of Insects* by George W. Pierce (Harvard University Press), the Minitab-generated scatterplot is shown here. There does appear to be a relationship between chirps and temperature, with increasing numbers of chirps corresponding to higher temperatures. Crickets can therefore be used as thermometers.

**Clusters and a Gap**
Consider the Minitab-generated scatterplot of paired data consisting of the weight (grams) and year of manufacture for each of 72 pennies. This scatterplot shows two very distinct clusters separated by a gap, which can be explained by the inclusion of two different populations: pre-1983 pennies are 97% copper and 3% zinc, whereas post-1983 pennies are 3% copper and 97% zinc. If we ignored the characteristic of the clusters, we might
incorrectly think that there is a relationship between the weight of a penny and the year it was made. If we examine the two groups separately, we see that there does not appear to be a relationship between the weights of pennies and the years they were made.

**MINITAB**

**Time-Series Graph**

A *time-series graph* is a graph of *time-series data*, which are quantitative data that have been collected at different points in time.

**Example 11** Time Series Graph: Dow Jones Industrial Average The accompanying SPSS-generated time-series graph shows the yearly high values of the Dow Jones Industrial Average (DJIA) for the New York Stock Exchange. This graph shows a steady increase between the years 1980 and 2007, but the DJIA high values have not been so consistent in more recent years.

**SPSS Time-Series Graph**

**Help Wanted: Statistical Graphics Designer**

In addition to the graphs we have discussed, there are many other useful graphs—some of which have not yet been created. Our society desperately needs more people who can create original graphs that give us insight into the nature of data. Currently,
graphs found in newspapers, magazines, and television are too often created by reporters with a background in journalism or communications, but with little or no background in working with data.

For some really helpful information about graphs, see *The Visual Display of Quantitative Information*, second edition, by Edward Tufte (Graphics Press, P.O. Box 430, Cheshire, CT 06410). Here are a few of the important principles suggested by Tufte:

- For small data sets of 20 values or fewer, use a table instead of a graph.
- A graph of data should make the viewer focus on the true nature of the data, not on other elements, such as eye-catching but distracting design features.
- Do not distort the data; construct a graph to reveal the true nature of the data.
- Almost all of the ink in a graph should be used for the data, not for other design elements.
- Don’t use screening consisting of features such as slanted lines, dots, or cross-hatching, because they create the uncomfortable illusion of movement.
- Don’t use areas or volumes for data that are actually one-dimensional in nature. (For example, don’t use drawings of dollar bills to represent budget amounts for different years.)
- Never publish pie charts, because they waste ink on nondata components, and they lack an appropriate scale.

**Example 12**  
**Car Reliability Data**  
Figure 2-8 exemplifies excellence in originality, creativity, and effectiveness in helping the viewer easily see complicated data in a simple format. It shows a comparison of two different cars and is based on graphs used by *Consumer’s Report* magazine. See the key at the bottom of the figure showing that red is used for bad results and green is used for good results, so the color scheme corresponds to the “go” and “stop” used for traffic signals that are so familiar to drivers. (The *Consumer’s Report* graphs use red for good results and black for bad results.) We see that over the past several years, the Firebrand car appears to be generally better than the Speedster car. Such information is valuable for consumers considering the purchase of a new or used car.

<table>
<thead>
<tr>
<th></th>
<th>Firebrand</th>
<th>Speedster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine repairs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transmission repairs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical repairs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suspension</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paint and rust</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Driving comfort</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Safety features</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2-8**  
**Car Reliability Data**
Conclusion

In this section we saw that graphs are excellent tools for describing, exploring, and comparing data.

Describing data: In a histogram, for example, consider the distribution, center, variation, and outliers (values that are very far away from almost all of the other data values). (Remember the mnemonic of CVDOT, but the last element of time doesn’t apply to a histogram, because changing patterns of data over time cannot be seen in a histogram). What is the approximate value of the center of the distribution, and what is the approximate range of values? Consider the overall shape of the distribution. Are the values evenly distributed? Is the distribution skewed (lopsided) to the right or left? Does the distribution peak in the middle? Is there a large gap, suggesting that the data might come from different populations? Identify any extreme values and any other notable characteristics.

Exploring data: We look for features of the graph that reveal some useful and/or interesting characteristics of the data set. For example, the scatterplot included with Example 9 shows that there appears to be a relationship between temperature and how often crickets chirp.

Comparing data: Construct similar graphs to compare data sets. For example, Figure 2-6 shows a frequency polygon for the pulse rates of females and another frequency polygon for pulse rates of males, and both polygons are shown on the same set of axes. Figure 2-6 makes the comparison easy.

Here we list the graphs that can be generated by technology. (For detailed instructions, see the manuals that are supplements to this book.)

STATDISK

Histograms, scatter diagrams, and pie charts

MINITAB

Histograms, frequency polygons, dotplots, stemplots, bar graphs, multiple bar graphs, Pareto charts, pie charts, scatterplots, and time-series graphs

In Minitab 16, you can also click on Assistant, then Graphical Assistant, and you get a flowchart visually displaying various graphical options.

EXCEL

Histograms, bar graphs, multiple bar graphs, pie charts, and scatter diagrams can be graphed.

Here we list the graphs that can be generated by technology. (For detailed instructions, see the manuals that are supplements to this book.)

TI-83/84 PLUS

Histograms and scatter diagrams. Shown here is a TI-83/84 Plus scatterplot similar to the Minitab scatterplot shown in Example 9.

2-4 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Frequency Polygon Versus Dotplot Example 1 includes a frequency polygon depicting pulse rates of women, and Example 4 includes a dotplot of the same data set. What are some advantages of the dotplot over a frequency polygon?
2. **Scatterplot** Example 9 includes a scatterplot of temperature/chirps data. In general, what type of data is required for the construction of a scatterplot, and what does the scatterplot reveal about the data?

3. **Relative Frequency Polygon** Figure 2-6 includes relative frequency polygons for the pulse rates of females and males. When comparing two such data sets, why is it generally better to use relative frequency polygons instead of frequency polygons?

4. **Pie Chart Versus Pareto Chart** Examples 7 and 8 show a Pareto chart and pie chart for job procurement data. For such data, why is it generally better to use a Pareto chart instead of a pie chart?

In Exercises 5–8, use the listed amounts of Strontium-90 (in millibecquerels) in a simple random sample of baby teeth obtained from Pennsylvania residents born after 1979 (based on data from “An Unexpected Rise in Strontium-90 in U.S. Deciduous Teeth in the 1990s,” by Mangano, et. al., Science of the Total Environment).

155 142 149 130 151 142 156 133 138 161 128 144 172 137 151 166 147 163 145 116 136 158 114 165 169 145 150 150 150 158 151 145 152 140 170 129 188 156

5. **Dotplot** Construct a dotplot of the amounts of Strontium-90. What does the dotplot suggest about the distribution of those amounts?

6. **Stemplot** Construct a stemplot of the amounts of Strontium-90. What does the stemplot suggest about the distribution of those amounts?


8. **Ogive** Construct an ogive of the amounts of Strontium-90. For the horizontal axis, use the class boundaries corresponding to the class limits given in Exercise 7. How many of the amounts are below 150 millibecquerels?

In Exercises 9–12, use the 62 weights of discarded plastic listed in Data Set 22 of Appendix B.

9. **Stemplot** Use the weights to construct a stemplot. What does the stemplot suggest about the distribution of the weights?

10. **Dotplot** Construct a dotplot of the weights of discarded plastic. What does the dotplot suggest about the distribution of the weights?

11. **Ogive** Use the weights to construct an ogive. For the horizontal axis, use these class boundaries: –0.005, 0.995, 1.995, 2.995, 3.995, 4.995, 5.995. (Hint: See Exercise 8 in Section 2-2.) How many of the weights are below 4 lb?

12. **Frequency Polygon** Use the weights of discarded plastic to construct a frequency polygon. For the horizontal axis, use the midpoints of these class intervals: 0.00–0.99, 1.00–1.99, 2.00–2.99, 3.00–3.99, 4.00–4.99, 5.00–5.99.

13. **Pareto Chart for Undergraduate Enrollments** Table 2-9 (based on data from the U.S. National Center for Education Statistics) shows the distribution of undergraduate college student enrollments. Construct a Pareto chart for the data in Table 2-9.

14. **Pie Chart for Undergraduate Enrollments** Construct a pie chart for the data in Table 2-9. Compare the pie chart to the Pareto chart in Exercise 13. Which graph is more effective in showing the information in Table 2-9?

15. **Pie Chart of Job Application Mistakes** Chief financial officers of U.S. companies were surveyed about areas in which job applicants make mistakes. Here are the areas and the frequency of responses: interview (452); resumé (297); cover letter (141); reference checks (143); interview follow-up (113); screening call (85). These results are based on data from Robert Half Finance and Accounting. Construct a pie chart representing the given data.

<table>
<thead>
<tr>
<th>College</th>
<th>Relative Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public 2-Year</td>
<td>36.8%</td>
</tr>
<tr>
<td>Public 4-Year</td>
<td>40.0%</td>
</tr>
<tr>
<td>Private 2-Year</td>
<td>1.6%</td>
</tr>
<tr>
<td>Private 4-Year</td>
<td>21.9%</td>
</tr>
</tbody>
</table>
16. Pareto Chart of Job Application Mistakes Construct a Pareto chart of the data given in Exercise 15. Compare the Pareto chart to the pie chart. Which graph is more effective in showing the relative importance of the mistakes made by job applicants?

17. Pie Chart of Blood Groups Construct a pie chart depicting the distribution of blood groups from Exercise 29 in Section 2-2.

18. Pareto Chart of Blood Groups Construct a Pareto chart depicting the distribution of blood groups from Exercise 29 in Section 2-2.

19. Pareto Chart of Train Derailments Construct a Pareto chart depicting the distribution of train derailments from Exercise 30 in Section 2-2.

20. Pie Chart of Train Derailments Construct a pie chart depicting the distribution of train derailments from Exercise 30 in Section 2-2.

In Exercises 21 and 22, use the given paired data from Appendix B to construct a scatterplot.

21. Cigarette Tar/CO In Data Set 4, use tar in king-size cigarettes for the horizontal scale and use carbon monoxide (CO) in the same king-size cigarettes for the vertical scale. Determine whether there appears to be a relationship between cigarette tar and CO in king-size cigarettes. If so, describe the relationship.

22. Energy Consumption and Temperature In Data Set 12, use the 22 average daily temperatures and use the corresponding 22 amounts of energy consumption (kWh). (Use the temperatures for the horizontal scale.) Based on the result, is there a relationship between the average daily temperatures and the amounts of energy consumed? Try to identify at least one reason why there is (or is not) a relationship.

23. Time Series Graph for Moore’s Law In 1965, Intel cofounder Gordon Moore proposed what has since become known as Moore’s law: the number of transistors per square inch on integrated circuits will double approximately every 18 months. The table below lists the number of transistors per square inch (in thousands) for several different years. Construct a time-series graph of the data.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Transistors</td>
<td>2.3</td>
<td>5</td>
<td>29</td>
<td>120</td>
<td>275</td>
<td>1180</td>
<td>3100</td>
<td>7500</td>
<td>24,000</td>
<td>42,000</td>
<td>220,000</td>
<td>410,000</td>
</tr>
</tbody>
</table>

24. Time-Series Graph for Cell Phone Subscriptions The following table shows the numbers of cell phone subscriptions (in thousands) in the United States for various years. Construct a time-series graph of the data. “Linear” growth would result in a graph that is approximately a straight line. Does the time-series graph appear to show linear growth?

<table>
<thead>
<tr>
<th>Year</th>
<th>1985</th>
<th>1987</th>
<th>1989</th>
<th>1991</th>
<th>1993</th>
<th>1995</th>
<th>1997</th>
<th>1999</th>
<th>2001</th>
<th>2003</th>
<th>2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>340</td>
<td>1231</td>
<td>3509</td>
<td>7557</td>
<td>16,009</td>
<td>33,786</td>
<td>55,312</td>
<td>86,047</td>
<td>128,375</td>
<td>158,722</td>
<td>207,900</td>
</tr>
</tbody>
</table>

25. Marriage and Divorce Rates The following table lists the marriage and divorce rates per 1000 people in the United States for selected years since 1900 (based on data from the Department of Health and Human Services). Construct a multiple bar graph of the data. Why do these data consist of marriage and divorce rates rather than total numbers of marriages and divorces? Comment on any trends that you observe in these rates, and give explanations for these trends.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Marriage</td>
<td>9.3</td>
<td>10.3</td>
<td>12.0</td>
<td>9.2</td>
<td>12.1</td>
<td>11.1</td>
<td>8.5</td>
<td>10.6</td>
<td>10.6</td>
<td>9.8</td>
<td>8.3</td>
</tr>
<tr>
<td>Divorce</td>
<td>0.7</td>
<td>0.9</td>
<td>1.6</td>
<td>1.6</td>
<td>2.0</td>
<td>2.6</td>
<td>2.2</td>
<td>3.5</td>
<td>5.2</td>
<td>4.7</td>
<td>4.2</td>
</tr>
</tbody>
</table>
26. **Genders of Students** The following table lists (in thousands) the numbers of male and female higher education students for different years. (Projections are from the U.S. National Center for Education Statistics.) Construct a multiple bar graph of the data, then describe any trends.

<table>
<thead>
<tr>
<th>Year</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>7268</td>
<td>7356</td>
<td>7461</td>
<td>7568</td>
<td>7695</td>
<td>7802</td>
<td>7872</td>
</tr>
<tr>
<td>Females</td>
<td>9826</td>
<td>9995</td>
<td>10,203</td>
<td>10,407</td>
<td>10,655</td>
<td>10,838</td>
<td>10,944</td>
</tr>
</tbody>
</table>

2-4 **Beyond the Basics**

27. **Back-to-Back Stemplots** A format for back-to-back stemplots representing the pulse rates of females and males from Table 2-1 (on page 47) is shown in the margin. Complete the back-to-back stemplot, then compare the results.

28. **Expanded and Condensed Stemplots** Refer to the stemplot in Example 5 to complete the following.

a. The stemplot can be expanded by subdividing rows into those with leaves having digits of 0 through 4 and those with digits 5 through 9. The first two rows of the expanded stemplot are shown. Identify the next two rows.

<table>
<thead>
<tr>
<th>Stem (tens)</th>
<th>Leaves</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0004444 ← For leaves of 0 through 4.</td>
</tr>
<tr>
<td>6</td>
<td>88888  ← For leaves of 5 through 9.</td>
</tr>
</tbody>
</table>

b. The stemplot can be condensed by combining adjacent rows. The first row of the condensed stemplot is shown below. Note that we insert an asterisk to separate digits in the leaves associated with the numbers in each stem. Every row in the condensed plot must include exactly one asterisk so that the shape of the reduced stemplot is not distorted. Complete the condensed stemplot by inserting the remaining entries.

<table>
<thead>
<tr>
<th>Stem</th>
<th>Leaves</th>
</tr>
</thead>
<tbody>
<tr>
<td>6–7</td>
<td>000444488888*222222226666666</td>
</tr>
</tbody>
</table>

2-5 **Critical Thinking: Bad Graphs**

**Key Concept** Some graphs are bad in the sense that they contain errors, and some are bad because they are technically correct, but misleading. It is important to develop the ability to recognize bad graphs and to identify exactly how they are misleading. In this section we present two of the most common types of bad graphs.

**Nonzero Axis** Some graphs are misleading because one or both of the axes begin at some value other than zero, so that differences are exaggerated, as illustrated in Example 1.
**EXAMPLE 1**  
**Misleading Bar Graph**  
Figure 2-1 (reproduced here) is a bar graph depicting the results of a CNN poll regarding the case of Terri Schiavo. Figure 2-9 depicts the same survey results. Because Figure 2-1 uses a vertical scale that does not start at zero, differences among the three response rates are exaggerated. This graph creates the incorrect impression that significantly more Democrats agreed with the court’s decision than Republicans or Independents. Since Figure 2-9 depicts the data objectively, it creates the more correct impression that the differences are not very substantial. A graph like Figure 2-1 was posted on the CNN Web site, but many Internet users complained that it was deceptive, so CNN posted a modified graph similar to Figure 2-9.

![Figure 2-1 Survey Results by Party](image1)

![Figure 2-9 Survey Results by Party](image2)

**Pictographs**  
Drawings of objects, called *pictographs*, are often misleading. Three-dimensional objects—such as moneybags, stacks of coins, army tanks (for military expenditures), people (for population sizes), barrels (for oil production), and houses (for home construction)—are commonly used to depict data. When drawing such objects, artists can create false impressions that distort differences. (If you double each side of a square, the area doesn’t merely double; it increases by a factor of four; if you double each side of a cube, the volume doesn’t merely double; it increases by a factor of eight. Pictographs using areas or volumes can therefore be very misleading.)

**EXAMPLE 2**  
**Pictograph of Incomes and Degrees**  
*USA Today* published a graph similar to Figure 2-10(a). Figure 2-10(a) is not misleading because the bars have the same width, but it is somewhat too busy and is somewhat difficult to understand.

Figure 2-10(b) is misleading because it depicts the same one-dimensional data with three-dimensional boxes. See the first and last boxes in Figure 2-10(b). Workers with advanced degrees have annual incomes that are approximately 4 times the incomes of those with no high school diplomas, but Figure 2-10(b) exaggerates
Examples 1 and 2 illustrate two of the most common ways graphs can be misleading. Here are two points to keep in mind when critically analyzing graphs:

- Examine the graph to determine whether it is misleading because an axis does not begin at zero, so that differences are exaggerated.

- Examine the graph to determine whether objects of area or volume are used for data that are actually one-dimensional, so that differences are exaggerated.

Figure 2-10 Annual Incomes of Groups with Different Education Levels
Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Dollar Bills The *Washington Post* illustrated diminishing purchasing power of the dollar in five different presidential administrations using five different $1 bills of different sizes. The Eisenhower era was represented by a $1 with purchasing power of $1, and the subsequent administrations were represented with smaller $1 bills corresponding to lower amounts of purchasing power. What is wrong with this illustration?

2. Poll Results America Online (AOL) occasionally conducts online polls in which Internet users can respond to a question. If a graph is constructed to illustrate results from such a poll, and the graph is designed objectively with sound graphing techniques, does the graph provide us with greater understanding of the greater population? Why or why not?

3. Ethics in Statistics Assume that, as a newspaper reporter, you must graph data showing that increased smoking causes an increased risk of lung cancer. Given that people might be helped and lives might be saved by creating a graph that exaggerates the risk of lung cancer, is it ethical to construct such a graph?

4. Areas of Countries In constructing a graph that compares the land areas of the five largest countries, you choose to depict the five areas with squares of different sizes. If the squares are drawn so that the areas are in proportion to the areas of the corresponding countries, is the resulting graph misleading? Why or why not?

In Exercises 5–10, answer the questions about the graphs.

5. Graph of Weights According to data from Gordon, Churchill, Clauser, et al., women have an average (mean) weight of 137 lb or 62 kg, and men have an average (mean) weight of 172 lb or 78 kg. These averages are shown in the accompanying graph. Does the graph depict the data fairly? Why or why not?

6. Graph of Teaching Salaries See the accompanying graph that compares teaching salaries of women and men at private colleges and universities (based on data from the U.S. Department of Education). What impression does the graph create? Does the graph depict the data fairly? If not, construct a graph that depicts the data fairly.

7. Graph of Incomes The accompanying graph depicts average full-time incomes of women and men aged 18 and over. For a recent year, those incomes were $37,197 for women and $53,059 for men (based on data from the U.S. Census Bureau). Does the graph make a fair comparison of the data? Why or why not? If the graph distorts the data, construct a fair graph.
8. Graph of Oil Consumption The accompanying graph uses cylinders to represent barrels of oil consumed by the United States and Japan. Does the graph distort the data or does it depict the data fairly? Why or why not? If the graph distorts the data, construct a graph that depicts the data fairly.

![Daily Oil Consumption](image)

9. Braking Distances The accompanying graph shows the braking distances for different cars measured under the same conditions. Describe the ways in which this graph might be deceptive. How much greater is the braking distance of the Acura RL than the braking distance of the Volvo S80? Draw the graph in a way that depicts the data more fairly.

![Braking Distances](image)

10. Adoptions from China The accompanying bar graph shows the numbers of U.S. adoptions from China in the years 2000 and 2005. What is wrong with this graph? Draw a graph that depicts the data in a fair and objective way.

![Adoptions from China](image)

### Beyond the Basics

11. Graphs in the Media A graph similar to the one on the top of the next page appeared in *USA Today*, and it used percentages represented by volumes of portions of someone’s head. Are the data presented in a format that makes them easy to understand and compare? Are the data presented in a way that does not mislead? Could the same information be presented in a better way? If so, describe how to construct a graph that better depicts the data.
12. Bar Graph of Undergraduates  For a recent year, 38.5% of undergraduates were attending two-year colleges, and the other undergraduates were in four-year colleges (based on data from the U.S. National Center for Education Statistics).

a. Construct a bar graph that is misleading by exaggerating the difference between the two rates.

b. Construct a bar graph that depicts the data objectively.

Review

This chapter focused on methods for organizing, summarizing and graphing data sets. When investigating a data set, the characteristics of center, variation, distribution, outliers, and changing pattern over time are generally very important, and this chapter includes a variety of tools for investigating the distribution of the data. After completing this chapter, you should be able to do the following:

- Construct a frequency distribution or relative frequency distribution to summarize data (Section 2-2).
- Construct a histogram or relative frequency histogram to show the distribution of data (Section 2-3).
- Construct graphs of data using a frequency polygon, dotplot, stemplot, bar graph, multiple bar graph, Pareto chart, pie chart, scatterplot (for paired data), or time-series graph (Section 2-4).
- Critically analyze a graph to determine whether it objectively depicts data or is misleading (Section 2-5).

In addition to constructing frequency distributions and graphs, you should be able to understand and interpret those results. For example, the Chapter Problem includes Figure 2-1, which summarizes poll results. We should know that the graph is misleading because it uses a vertical scale that does not start at zero, so differences are exaggerated.

Statistical Literacy and Critical Thinking

1. Exploring Data  Table 2-2 is a frequency distribution summarizing the pulse rates of females (listed in Table 2-1), and Figure 2-3 is a histogram representing those same pulse rates. When investigating the distribution of that data set, which is more effective: the frequency distribution or the histogram? Why?

2. College Tuition  If you want to graph changing tuition costs over the past 20 years, which graph would be better, a histogram or a time-series graph? Why?
Chapter 2  Summarizing and Graphing Data

3. Graph See the accompanying graph depicting the number of men and the number of women who earned associate's degrees in mathematics for a recent year (based on data from the U.S. National Center for Education Statistics). What is wrong with this graph?

4. Normal Distribution A histogram is to be constructed from the durations (in hours) of NASA space shuttle flights listed in Data Set 10 in Appendix B. Without actually constructing that histogram, simply identify two key features of the histogram that would suggest that the data have a normal distribution.

Chapter Quick Quiz

1. The first two classes of a frequency distribution are 0–9 and 10–19. What is the class width?

2. The first two classes of a frequency distribution are 0–9 and 10–19. What are the class boundaries of the first class?

3. Can the original 27 values of a data set be identified by knowing that 27 is the frequency for the class of 0–9?

4. True or false: When a die is rolled 600 times, each of the 6 possible outcomes occurs about 100 times as we normally expect, so the frequency distribution summarizing the results is an example of a normal distribution.

5. Fill in the blank: For typical data sets, it is important to investigate center, distribution, outliers, changing patterns of the data over time, and _____.

6. What values are represented by this first row of a stemplot: 5 | 2 2 9?

7. Which graph is best for paired data consisting of the shoe sizes and heights of 30 randomly selected students: histogram, dotplot, scatterplot, Pareto chart, pie chart?

8. True or false: A histogram and a relative frequency histogram constructed from the same data always have the same basic shape, but the vertical scales are different.

9. What characteristic of a data set can be better understood by constructing a histogram?

10. Which graph is best for showing the relative importance of these defect categories for light bulbs: broken glass, broken filament, broken seal, and incorrect wattage label: histogram, dotplot, stemplot, Pareto chart, scatterplot?

Review Exercises

1. Frequency Distribution of Pulse Rates of Males Construct a frequency distribution of the pulse rates of males listed in Table 2-1 on page 47. Use the classes of 50–59, 60–69, and so on. How does the result compare to the frequency distribution for the pulse rates of females as shown in Table 2-2 on page 47?

2. Histogram of Pulse Rates of Males Construct the histogram that corresponds to the frequency distribution from Exercise 1. How does the result compare to the histogram for females (Figure 2-3)?

3. Dotplot of Pulse Rates of Men Construct a dotplot of the pulse rates of males listed in Table 2-1 on page 47. How does the result compare to the dotplot for the pulse rates of females shown in Section 2-4?

4. Stemplot of Pulse Rates of Males Construct a stemplot of the pulse rates of males listed in Table 2-1 on page 47. How does the result compare to the stemplot for the pulse rates of females shown in Section 2-4?
5. Scatterplot of Car Weight and Braking Distance Listed below are the weights (in pounds) and braking distances (in feet) of the first six cars listed in Data Set 16 from Appendix B. Use the weights and braking distances shown below to construct a scatterplot. Based on the result, does there appear to be a relationship between the weight of a car and its braking distance?

<table>
<thead>
<tr>
<th>Weight (lb)</th>
<th>4035</th>
<th>3315</th>
<th>4115</th>
<th>3650</th>
<th>3565</th>
<th>4030</th>
</tr>
</thead>
<tbody>
<tr>
<td>Braking Distance (ft)</td>
<td>131</td>
<td>136</td>
<td>129</td>
<td>127</td>
<td>146</td>
<td>146</td>
</tr>
</tbody>
</table>

6. Time-Series Graph Listed below are the annual sunspot numbers for a recent sequence of years beginning with 1980. Construct a time-series graph. Is there a trend? If so, what is it?

154.6 140.5 115.9 66.6 45.9 17.9 13.4 29.2 100.2 157.6 142.6 145.7 94.3 54.6 29.9 17.5 8.6 21.5 64.3 93.3 119.6 123.3 123.3 65.9

7. Car Acceleration Times See the accompanying graph illustrating the acceleration times (in seconds) of four different cars. The actual acceleration times are as follows: Volvo XC-90: 7.6 s; Audi Q7: 8.2 s; Volkswagen Passat: 7.0 s; BMW 3 Series: 9.2 s. Does the graph correctly illustrate the acceleration times, or is it somehow misleading? Explain. If the graph is misleading, draw a graph that correctly illustrates the acceleration times.

8. Old Faithful Geyser The accompanying table represents a frequency distribution of the duration times (in seconds) of 40 eruptions of the Old Faithful geyser, as listed in Data Set 15 in Appendix B.

<table>
<thead>
<tr>
<th>Duration (seconds)</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>100–124</td>
<td>2</td>
</tr>
<tr>
<td>125–149</td>
<td>0</td>
</tr>
<tr>
<td>150–174</td>
<td>0</td>
</tr>
<tr>
<td>175–199</td>
<td>1</td>
</tr>
<tr>
<td>200–224</td>
<td>2</td>
</tr>
<tr>
<td>225–249</td>
<td>10</td>
</tr>
<tr>
<td>250–274</td>
<td>22</td>
</tr>
<tr>
<td>275–299</td>
<td>3</td>
</tr>
</tbody>
</table>

In Exercises 1–4, refer to the table in the margin, which summarizes results from a survey of 1733 randomly selected executives (based on data from Korn/Ferry International). Participants responded to this question: “If you could start your career over in a completely different field, would you?”

1. Frequency Distribution Does the table describe a frequency distribution? Why or why not?
2. **Level of Measurement** What is the level of measurement of the 1733 individual responses: nominal, ordinal, interval, or ratio? Why?

3. **Percentages** Given that there are 1733 responses, find the actual number of responses in each category.

4. **Sampling** Suppose that the results in the table were obtained by mailing a survey to 10,000 executives and recording the 1733 responses that were returned. What is this type of sampling called? Is this type of sample likely to be representative of the population of all executives? Why or why not?

5. **Sampling**
   a. What is a random sample?
   b. What is a simple random sample?
   c. Assume that the population of the United States is partitioned into 300,000 groups with exactly 1000 subjects in each group. If a computer is used to randomly select one of the groups, is the result a random sample? Simple random sample?

6. **Cotinine Levels of Smokers** The accompanying frequency distribution summarizes the measured cotinine levels of a simple random sample of 40 smokers (from Data Set 5 in Appendix B).
   a. What is the class width?
   b. What are the upper and lower class boundaries of the first class?
   c. What is the relative frequency corresponding to the frequency of 11 for the first class?
   d. What is the level of measurement of the original cotinine levels: nominal, ordinal, interval, or ratio?
   e. Are the measured cotinine levels qualitative data or quantitative data?

7. **Histogram** Construct the histogram that represents the data summarized in the table that accompanies Exercise 6. What should be the shape of the histogram in order to conclude that the data have a normal distribution? If using a fairly strict interpretation of a normal distribution, does the histogram suggest that the cotinine levels are normally distributed?

8. **Statistics and Parameters** The cotinine levels summarized in the table that accompanies Exercise 6 are obtained from a simple random sample of smokers selected from the population of all smokers. If we add the original 40 cotinine levels, then divide the total by 40, we obtain 172.5, which is the average (mean). Is 172.5 a statistic or a parameter? In general, what is the difference between a statistic and a parameter?

---

**Technology Project**

Manually constructed graphs have a certain primitive charm, but they are generally unsuitable for publications and presentations. Computer-generated graphs are much better for such purposes. Table 2-1 in Section 2-2 lists pulse rates of females and males, but those pulse rates are also listed in Data Set 1 in Appendix B, and they are available as files that can be opened by statistical software packages, such as STATDISK, Minitab, or Excel. Use a statistical software package to open the data sets, then use the software to generate three histograms: (1) a histogram of the pulse rates of females listed in Data Set 1 in Appendix B; (2) a histogram of the pulse rates of males listed in Table 2-1 in Section 2-2; (3) a histogram of the combined list of pulse rates of males and females. After obtaining printed copies of the histograms, compare them. Does it appear that the pulse rates of males and females have similar characteristics? (Later in this book, we will present more formal methods for making such comparisons. See, for example, Section 9-3.)
Data on the Internet

Go to: http://www.aw.com/triola

The Internet is host to a wealth of information and much of that information comes from raw data that have been collected or observed. Many Web sites summarize such data using the graphical methods discussed in this chapter. For example, we found the following with just a few clicks:

- Bar graphs at the site of the Centers for Disease Control tell us that the percentage of men and women who report an average of less than 6 hours of sleep per night has increased in each age group over the last two decades.

- A pie chart provided by the National Collegiate Athletic Association (NCAA) shows that an estimated 90.12% of NCAA revenue in 2006-07 came from television and marketing rights fees while only 1.74% came from investments, fees, and services.

The Internet Project for this chapter, found at the Elementary Statistics Web site, will further explore graphical representations of data sets found on the Internet. In the process, you will view and collect data sets in the areas of sports, population demographics, and finance, and perform your own graphical analyses.

INTERNET PROJECT
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The CD included with this book contains applets designed to help visualize various concepts. When conducting polls, it is common to randomly generate the digits of telephone numbers of people to be called. Open the Applets folder on the CD and click on Start. Select the menu item of Random sample. Enter a minimum value of 0, a maximum value of 9, and 100 for the number of sample values. Construct a frequency distribution of the results. Does the frequency distribution suggest that the digits have been selected as they should?

Cooperative Group Activities

1. In-class activity Table 2-1 in Section 2-2 includes pulse rates of males and females. In class, each student should record his or her pulse rate by counting the number of heartbeats in one minute. Construct a frequency distribution and histogram for the pulse rates of males and construct another frequency distribution and histogram for the pulse rates of females. Compare the results. Is there an obvious difference? Are the results consistent with those found using the data from Table 2-1?

2. Out-of-class activity Search newspapers and magazines to find an example of a graph that is misleading. (See Section 2-5.) Describe how the graph is misleading. Redraw the graph so that it depicts the information correctly.

3. In-class activity Given below are the ages of motorcyclists at the time they were fatally injured in traffic accidents (based on data from the U.S. Department of Transportation). If your objective is to dramatize the dangers of motorcycles for young people, which would be most effective: histogram, Pareto chart, pie chart, dotplot, stemplot, or some other graph? Construct the graph that best meets the objective of dramatizing the dangers of motorcycle driving. Is it okay to deliberately distort data if the objective is one such as saving lives of motorcyclists?

**Critical Thinking:** Use the methods from this chapter for organizing, summarizing, and graphing data, compare the two data sets. Address these questions: Are there differences between the ages of the Best Actresses and the ages of the Best Actors? Does it appear that actresses and actors are judged strictly on the basis of their artistic abilities? Or does there appear to be discrimination based on age, with the Best Actresses tending to be younger than the Best Actors? Are there any other notable differences?

### Best Actresses

<table>
<thead>
<tr>
<th></th>
<th>22</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>43</th>
<th>41</th>
<th>26</th>
<th>26</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ages</td>
<td>37</td>
<td>29</td>
<td>32</td>
<td>27</td>
<td>34</td>
<td>31</td>
<td>35</td>
<td>33</td>
</tr>
</tbody>
</table>

### Best Actors

<table>
<thead>
<tr>
<th></th>
<th>44</th>
<th>38</th>
<th>41</th>
<th>49</th>
<th>44</th>
<th>40</th>
<th>51</th>
<th>46</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ages</td>
<td>41</td>
<td>43</td>
<td>42</td>
<td>47</td>
<td>42</td>
<td>43</td>
<td>42</td>
<td>47</td>
</tr>
</tbody>
</table>
Normal distributions are extremely important in applications of statistics. Chapter 6 considers normal distributions in great detail, but in this chapter we considered two crude methods for determining whether sample data appear to be from a population having a normal distribution. The first method involves examination of a frequency distribution (as in Example 2 in Section 2-2), but it is generally much easier to use a histogram, and Section 2-3 includes the following:

**Identifying a Normal Distribution by Examining a Histogram**

Conclude that data are from a normally distributed population if a histogram of the data satisfies the following two requirements:

1. A histogram of the data has a “bell” shape so that the frequencies increase to a maximum, then they decrease.
2. The histogram is symmetric, with the left half being roughly a mirror image of the right half.

When working with real data, it is extremely rare to get a histogram with such perfect symmetry and such a perfect bell shape as the one shown on the top of page 57. In this project we use StatCrunch to simulate data sets, then we generate the corresponding histograms so that we can develop a sense for the types of histograms obtained with random samples from a normally distributed population.

**StatCrunch Procedure**

1. Sign into StatCrunch, then click on **Open StatCrunch**.
2. Click on **Data**, then select **Simulate data** in the menu of options.
3. After selecting Simulate data, select **Normal** from the new menu of options.
4. You will now get the **Normal samples** window shown here. Enter the values shown in this display. The entry of 80 for the number of rows indicates that a sample will contain 80 values, and the entry of 10 for the number of columns indicates that there will be 10 different data sets, each with 80 values. The entries for the mean and standard deviation correspond to typical IQ scores, so we are simulating 10 groups with 80 IQ scores in each group. Remember, because we are using the “Normal” option, each IQ score will be randomly selected from a population having a normal distribution. Also, select the option of **Use single dynamic seed** so that everyone will get different results.
5. After making the entries in the “Normal samples” window, click on **Simulate** so that the sample data will be randomly generated. After clicking on Simulate, there should be values listed in the first 10 columns of the StatCrunch spreadsheet.
6. Now obtain a separate histogram for each of the 10 columns of IQ scores. To obtain a histogram, click on **Graphics**, then select **Histogram**, and proceed to click on the column to be graphed. After selecting the desired column, click on **Create Graph!**

The generated histogram will not be a perfect bell shape, nor will it be perfectly symmetric. However, based on the method we used to generate the data, we know that the data are from a population having a normal distribution. We therefore know that the graph should suggest that the data are from a normally distributed population.

**Project**

Proceed to obtain the 10 histograms corresponding to the 10 columns of simulated IQ scores. Print the one that is closest to being bell-shaped and the one that is farthest from being bell-shaped. You can see how much the graphs can vary.

Repeat this project using 40 rows instead of 80, so that you obtain 10 samples of simulated IQ scores with 40 values in each sample. What do you conclude about the effect of the smaller sample size? When compared to the histograms based on 80 values in each sample, do the histograms depicting 40 values tend to depart farther from a perfect bell shape? What does that suggest about the effect of the sample size when applying criteria for determining whether sample data appear to be from a population with a normal distribution?
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Statistics for Describing, Exploring, and Comparing Data
A common belief is that women talk more than men. Is that belief founded in fact, or is it a myth? Do men actually talk more than women? Or do men and women talk about the same amount?

In the book *The Female Brain*, neuropsychiatrist Louann Brizendine stated that women speak 20,000 words per day, compared to only 7,000 for men. She deleted that statement after complaints from linguistics experts who said that those word counts were not substantiated.

Researchers conducted a study in an attempt to address the issue of words spoken by men and women. Their findings were published in the article "Are Women Really More Talkative Than Men?" (by Mehl, Vazire, Ramirez-Esparza, Slatcher, and Pennebaker, *Science*, Vol. 317, No. 5834). The study involved 396 subjects who each wore a voice recorder that collected samples of conversations over several days. Researchers then analyzed those conversations and counted the numbers of spoken words for each of the subjects. Data Set 8 in Appendix B includes male/female word counts from each of six different sample groups (from results provided by the researchers), but if we combine all of the male word counts and all of the female word counts in Data Set 8, we get two sets of sample data that can be compared. A good way to begin to explore the data is to construct a graph that allows us to visualize the samples. See the relative frequency polygons shown in Figure 3-1. Based on that figure, the samples of word counts from men and women appear to be very close, with no substantial differences.

Figure 3-1 and the sample means give us considerable insight into a comparison of the numbers of words spoken by men and women. In this section we introduce other common statistical methods that are helpful in making comparisons. Using the methods of this chapter and of other chapters, we will determine whether women actually do talk more than men, or whether that is just a myth.

**Table 3-1**

<table>
<thead>
<tr>
<th></th>
<th>Males</th>
<th>Females</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample mean</td>
<td>15,668.5</td>
<td>16,215.0</td>
</tr>
<tr>
<td>Sample size</td>
<td>186</td>
<td>210</td>
</tr>
</tbody>
</table>

**Figure 3-1** Frequency Polygons of Numbers of Words Spoken by Men and Women
Chapter 3  Statistics for Describing, Exploring, and Comparing Data

Review and Preview

Chapter 1 discussed methods of collecting sample data, and Chapter 2 presented the frequency distribution as a tool for summarizing data. Chapter 2 also presented graphs designed to help us understand some characteristics of the data, including the distribution. We noted in Chapter 2 that when describing, exploring, and comparing data sets, these characteristics are usually extremely important: (1) center; (2) variation; (3) distribution; (4) outliers; and (5) changing characteristics of data over time. In this chapter we introduce important statistics, including the mean, median, and standard deviation. Upon completing this chapter, you should be able to find the mean, median, standard deviation, and variance from a data set, and you should be able to clearly understand and interpret such values. It is especially important to understand values of standard deviation by using tools such as the range rule of thumb.

Critical Thinking and Interpretation: Going Beyond Formulas

In this chapter we present several formulas used to compute basic statistics. Because technology enables us to compute many of these statistics automatically, it is not as important for us to memorize formulas and manually perform complex calculations. Instead, we should focus on understanding and interpreting the values we obtain from them.

The methods and tools presented in Chapter 2 and in this chapter are often called descriptive statistics, because they summarize or describe relevant characteristics of data. Later in this book, we will use inferential statistics to make inferences, or generalizations, about a population.

Measures of Center

Key Concept In this section we discuss the characteristic of center. In particular, we present measures of center, including mean and median, as tools for analyzing data. Our focus here is not only to determine the value of each measure of center, but also to interpret those values. Part 1 of this section includes core concepts that should be understood before considering Part 2.

Part 1: Basic Concepts of Measures of Center

This section discusses different measures of center.

Definition

A measure of center is a value at the center or middle of a data set.

There are several different ways to determine the center, so we have different definitions of measures of center, including the mean, median, mode, and midrange. We begin with the mean.

Mean

The (arithmetic) mean is generally the most important of all numerical measurements used to describe data, and it is what most people call an average.
DEFINITION

The arithmetic mean, or the mean, of a set of data is the measure of center found by adding the data values and dividing the total by the number of data values.

This definition can be expressed as Formula 3-1, in which the Greek letter Σ (uppercase sigma) indicates that the data values should be added. That is, Σx represents the sum of all data values. The symbol n denotes the sample size, which is the number of data values.

Formula 3-1

\[
\text{mean} = \frac{\Sigma x}{n} \quad \text{← sum of all data values} \\
\]

\[
\text{← number of data values} 
\]

If the data are a sample from a population, the mean is denoted by \( \bar{x} \) (pronounced “x-bar”); if the data are the entire population, the mean is denoted by \( \mu \) (lowercase Greek mu). (Sample statistics are usually represented by English letters, such as \( \bar{x} \), and population parameters are usually represented by Greek letters, such as \( \mu \).)

Notation

Σ denotes the sum of a set of data values.

\( x \) is the variable usually used to represent the individual data values.

\( n \) represents the number of data values in a sample.

\( N \) represents the number of data values in a population.

\( \bar{x} = \frac{\Sigma x}{n} \) is the mean of a set of sample values.

\( \mu = \frac{\Sigma x}{N} \) is the mean of all values in a population.

EXAMPLE 1

Mean The Chapter Problem refers to word counts from 186 men and 210 women. Find the mean of these first five word counts from men: 27,531; 15,684; 5,638; 27,997; and 25,433.

SOLUTION

The mean is computed by using Formula 3-1. First add the data values, then divide by the number of data values:

\[
\bar{x} = \frac{\Sigma x}{n} = \frac{27,531 + 15,684 + 5,638 + 27,997 + 25,433}{5} = \frac{102,283}{5} \\
= 20,456.6
\]

Since \( \bar{x} = 20,456.6 \) words, the mean of the first five word counts is 20,456.6 words.

One advantage of the mean is that it is relatively reliable, so that when samples are selected from the same population, sample means tend to be more consistent than other measures of center. That is, the means of samples drawn from the same population...

Average Bob

According to Kevin O’Keefe, author of The Average American: The Extraordinary Search for the Nation’s Most Ordinary Citizen, Bob Burns is the most average person in the United States. O’Keefe spent 2 years using 140 criteria to identify the single American who is most average. He identified statistics revealing preferences of the majority, and applied them to the many people he encountered. Bob Burns is the only person who satisfied all of the 140 criteria. Bob Burns is 5 ft 8 in. tall, weighs 190 pounds, is 54 years of age, married, has three children, wears glasses, works 40 hours per week, drives an eight-year-old car, has an outdoor grill, mows his own lawn, drinks coffee each day, and walks his dog each evening.
Changing Populations

Included among the five important data set characteristics listed in Chapter 2 is the changing pattern of data over time. Some populations change, and their important statistics change as well. Car seat belt standards haven’t changed in 40 years, even though the weights of Americans have increased considerably since then. In 1960, 12.8% of adult Americans were considered obese, compared to 22.6% in 1994.

According to the National Highway Traffic Safety Administration, seat belts must fit a standard crash dummy (designed according to 1960 data) placed in the most forward position, with 4 in. to spare. In theory, 95% of men and 99% of women should fit into seat belts, but those percentages are now lower because of the increases in weight over the last half-century. Some car companies provide seat belt extenders, but some do not.

don’t vary as much as the other measures of center. Another advantage of the mean is that it takes every data value into account. However, because the mean is sensitive to every value, just one extreme value can affect it dramatically. Since the mean cannot resist substantial changes caused by extreme values, we say that the mean is not a resistant measure of center.

Median

Unlike the mean, the median is a resistant measure of center, because it does not change by large amounts due to the presence of just a few extreme values.

The median can be thought of loosely as a “middle value” in the sense that about half of the values in a data set are below the median and half are above it. The following definition is more precise.

**Definition**

The median of a data set is the measure of center that is the middle value when the original data values are arranged in order of increasing (or decreasing) magnitude. The median is often denoted by $\tilde{x}$ (pronounced “x-tilde”).

To find the median, first sort the values (arrange them in order), then follow one of these two procedures:

1. If the number of data values is odd, the median is the number located in the exact middle of the list.
2. If the number of data values is even, the median is found by computing the mean of the two middle numbers.

**Example 2**

Find the median for this sample of data values used in Example 1: 27,531, 15,684, 5,638, 27,997, and 25,433.

**Solution**

First sort the data values, as shown below:

$5,638 \ 15,684 \ 25,433 \ 27,531 \ 27,997$

Because the number of data values is an odd number (5), the median is the number located in the exact middle of the sorted list, which is 25,433. The median is therefore 25,433 words. Note that the median of 25,433 is different from the mean of 20,456.6 words found in Example 1.

**Example 3**

Repeat Example 2 after including the additional data value of 8,077 words. That is, find the median of these word counts: 27,531, 15,684, 5,638, 27,997, 25,433, and 8,077.

**Solution**

First arrange the values in order:

$5,638 \ 8,077 \ 15,684 \ 25,433 \ 27,531 \ 27,997$

Because the number of data values is an even number (6), the median is found by computing the mean of the two middle numbers, which are 15,684 and 25,433.
There are at least two ways to obtain the mean class size, and they can have very different results. At one college, if we take the numbers of students in 737 classes, we get a mean of 40 students. But if we were to compile a list of the class sizes for each student and use this list, we would get a mean class size of 147. This large discrepancy is due to the fact that there are many students in large classes, while there are few students in small classes. Without changing the number of classes or faculty, we could reduce the mean class size experienced by students by making all classes about the same size. This would also improve attendance, which is better in smaller classes.

The median is 20,558 words.

\[
\text{Median} = \frac{15,684 + 25,433}{2} = \frac{41,117}{2} = 20,558.5
\]

The median is 20,558 words.

**CAUTION**

Never use the term *average* when referring to a measure of center. Use the correct term, such as *mean* or *median.*

**Mode**

The mode is another measure of center.

**Definition**

The mode of a data set is the value that occurs with the greatest frequency.

A data set can have one mode, more than one mode, or no mode.

- When two data values occur with the same greatest frequency, each one is a mode and the data set is **bimodal**.
- When more than two data values occur with the same greatest frequency, each is a mode and the data set is said to be **multimodal**.
- When no data value is repeated, we say that there is **no mode**.

**Example 4**

**Mode** Find the mode of these word counts:

18,360 18,360 27,531 15,684 5,638 27,997 25,433.

**Solution**

The mode is 18,360 words, because it is the data value with the greatest frequency.

In Example 4 the mode is a single value. Here are two other possible circumstances:

- **Two modes:** The values of 0, 0, 0, 1, 1, 2, 3, 5, 5 have two modes: 0 and 5.
- **No mode:** The values of 0, 1, 2, 3, 5 have no mode because no value occurs more than once.

In reality, the mode isn’t used much with numerical data. However, the mode is the only measure of center that can be used with data at the nominal level of measurement. (Remember, the nominal level of measurement applies to data that consist of names, labels, or categories only.)

**Midrange**

Another measure of center is the midrange. Because the midrange uses only the maximum and minimum values, it is too sensitive to those extremes, so the midrange is rarely used. However, the midrange does have three redeeming features: (1) it is very easy to compute; (2) it helps to reinforce the important point that there are several
different ways to define the center of a data set; (3) it is sometimes incorrectly used for the median, so confusion can be reduced by clearly defining the midrange along with the median. (See Exercise 3.)

**Definition**

The **midrange** of a data set is the measure of center that is the value midway between the maximum and minimum values in the original data set. It is found by adding the maximum data value to the minimum data value and then dividing the sum by 2, as in the following formula:

\[
\text{midrange} = \frac{\text{maximum data value} + \text{minimum data value}}{2}
\]

**Example 5**

**Midrange** Find the midrange of these values from Example 1: 27,531, 15,684, 5,638, 27,997, and 25,433.

**Solution**

The midrange is found as follows:

\[
\text{midrange} = \frac{27,997 + 5,638}{2} = 16,817.5
\]

The midrange is 16,817.5 words.

The term *average* is often used for the mean, but it is sometimes used for other measures of center. To avoid any confusion or ambiguity we use the correct and specific term, such as *mean* or *median*. The term *average* is not used by statisticians and it will not be used throughout the remainder of this book when referring to a specific measure of center.

When calculating measures of center, we often need to round the result. We use the following rule.

**Round-Off Rule for the Mean, Median, and Midrange**

*Carry one more decimal place than is present in the original set of values.*

(Because values of the mode are the same as some of the original data values, they can be left as is without any rounding.)

When applying this rule, round only the final answer, not intermediate values that occur during calculations. For example, the mean of 2, 3, 5, is 3.333333..., which is rounded to 3.3, which has one more decimal place than the original values of 2, 3, 5. As another example, the mean of 80.4 and 80.6 is 80.50 (one more decimal place than was used for the original values). Because the mode is one or more of the original data values, we do not round values of the mode; we simply use the same original values.
Critical Thinking

Although we can calculate measures of center for a set of sample data, we should always think about whether the results are reasonable. In Section 1-2 we noted that it does not make sense to do numerical calculations with data at the nominal level of measurement, because those data consist of names, labels, or categories only, so statistics such as the mean and median are meaningless. We should also think about the method used to collect the sample data. If the method is not sound, the statistics we obtain may be misleading.

Example 6  Critical Thinking and Measures of Center  For each of the following, identify a major reason why the mean and median are not meaningful statistics.

a. Zip codes: 12601, 90210, 02116, 76177, 19102

b. Ranks of stress levels from different jobs: 2, 3, 1, 7, 9

c. Survey respondents are coded as 1 (for Democrat), 2 (for Republican), 3 (for Liberal), 4 (for Conservative), or 5 (for any other political party).

Solution

a. The zip codes don’t measure or count anything. The numbers are actually labels for geographic locations.

b. The ranks reflect an ordering, but they don’t measure or count anything. The rank of 1 might come from a job that has a stress level substantially greater than the stress level from the job with a rank of 2, so the different numbers don’t correspond to the magnitudes of the stress levels.

c. The coded results are numbers that don’t measure or count anything. These numbers are simply different ways of expressing names.

Example 6 involved data at the nominal level of measurement that do not justify the use of statistics such as the mean or median. Example 7 involves a more subtle issue.

Example 7  Mean per Capita Personal Income  Per capita personal income is the income that each person would receive if the total national income were divided equally among everyone in the population. Using data from the U.S. Department of Commerce, the mean per capita personal income can be found for each of the 50 states. Some of the values for the latest data available at the time of this writing are:

$29,136  $35,612  $30,267  \ldots  $36,778

The mean of the 50 state means is $33,442. Does it follow that $33,442 is the mean per capita personal income for the entire United States? Why or why not?
Rounding Error Changes World Record

Rounding errors can often have disastrous results. Justin Gatlin was elated when he set the world record as the person to run 100 meters in the fastest time of 9.76 seconds. His record time lasted only 5 days, when it was revised to 9.77 seconds, so Gatlin then tied the world record instead of breaking it. His actual time was 9.766 seconds, and it should have been rounded up to 9.77 seconds, but the person doing the timing didn’t know that a button had to be pressed for proper rounding. Gatlin’s agent said that he (Gatlin) was very distraught and that the incident is “a total embarrassment to the IAAF (International Association of Athletics Federations) and our sport.”

Part 2: Beyond the Basics of Measures of Center

Mean from a Frequency Distribution

When working with data summarized in a frequency distribution, we don’t know the exact values falling in a particular class. To make calculations possible, we assume that all sample values in each class are equal to the class midpoint. For example, consider a class interval of 0–9,999 with a frequency of 46 (as in Table 3-1). We assume that all 46 values are equal to 4999.5 (the class midpoint). With the value of 4999.5 repeated 46 times, we have a total of $4999.5 \cdot 46 = 229,977$. We can then add the products from each class to find the total of all sample values, which we then divide by the sum of the frequencies, $\Sigma f$. Formula 3-2 is used to compute the mean when the sample data are summarized in a frequency distribution. Formula 3-2 is not really a new concept; it is simply a variation of Formula 3-1.

Formula 3-2

First multiply each frequency and class midpoint, then add the products.

\[
\bar{x} = \frac{\Sigma (f \cdot x)}{\Sigma f}
\]

mean from frequency distribution:

The following example illustrates the procedure for finding the mean from a frequency distribution.

<table>
<thead>
<tr>
<th>Word Counts from Men</th>
<th>Frequency $f$</th>
<th>Class Midpoint $x$</th>
<th>$f \cdot x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–9,999</td>
<td>46</td>
<td>4,999.5</td>
<td>229,977.0</td>
</tr>
<tr>
<td>10,000–19,999</td>
<td>90</td>
<td>14,999.5</td>
<td>1,349,955.0</td>
</tr>
<tr>
<td>20,000–29,999</td>
<td>40</td>
<td>24,999.5</td>
<td>999,980.0</td>
</tr>
<tr>
<td>30,000–39,999</td>
<td>7</td>
<td>34,999.5</td>
<td>244,996.5</td>
</tr>
<tr>
<td>40,000–49,999</td>
<td>3</td>
<td>44,999.5</td>
<td>134,998.5</td>
</tr>
<tr>
<td>Totals: $\Sigma f = 186$</td>
<td></td>
<td></td>
<td>$\Sigma (f \cdot x) = 2,959,907$</td>
</tr>
</tbody>
</table>

\[
\bar{x} = \frac{\Sigma (f \cdot x)}{\Sigma f} = \frac{2,959,907}{186} = 15,913.5
\]
### Example 8: Computing Mean from a Frequency Distribution

The first two columns of Table 3-1 constitute a frequency distribution summarizing the word counts of the 186 men in Data Set 8 from Appendix B. Use the frequency distribution to find the mean.

### Solution

Table 3-1 illustrates the procedure for using Formula 3-2 when calculating a mean from data summarized in a frequency distribution. The class midpoint values are shown in the third column, and the products $f \cdot x$ are shown in the last column. The calculation using Formula 3-2 is shown at the bottom of Table 3-1. The result is $\bar{x} = 15,913.5$ words. If we use the original list of word counts for the 186 men, we get $\bar{x} = 15,668.5$ words. The frequency distribution yields an approximation of $\bar{x}$, because it is not based on the exact original list of sample values.

### Weighted Mean

When data values are assigned different weights, we can compute a weighted mean. Formula 3-3 can be used to compute the weighted mean, $w$.

**Formula 3-3**

\[
\text{weighted mean: } \bar{x} = \frac{\sum (w \cdot x)}{\sum w}
\]

Formula 3-3 tells us to first multiply each weight $w$ by the corresponding value $x$, then to add the products, and then finally to divide that total by the sum of the weights $\sum w$.

### Example 9: Computing Grade Point Average

In her first semester of college, a student of the author took five courses. Her final grades along with the number of credits for each course were: A (3 credits); A (4 credits); B (3 credits), C (3 credits), and F (1 credit). The grading system assigns quality points to letter grades as follows: A = 4; B = 3; C = 2; D = 1; F = 0. Compute her grade point average.

### Solution

Use the numbers of credits as weights: $w = 3, 4, 3, 3, 1$. Replace the letter grades of A, A, B, C, and F with the corresponding quality points: $x = 4, 4, 3, 2, 0$. We now use Formula 3-3 as shown below. The result is a first-semester grade point average of 3.07. (Using the preceding round-off rule, the result should be rounded to 3.1, but it is common to round grade point averages with two decimal places.)

\[
\bar{x} = \frac{\sum (w \cdot x)}{\sum w} = \frac{(3 \times 4) + (4 \times 4) + (3 \times 3) + (3 \times 2) + (1 \times 0)}{3 + 4 + 3 + 3 + 1} = \frac{43}{14} = 3.07
\]
Skewness

A comparison of the mean, median, and mode can reveal information about the characteristic of skewness, defined below and illustrated in Figure 3-2.

**Definition**

A distribution of data is **skewed** if it is not symmetric and extends more to one side than to the other. (A distribution of data is **symmetric** if the left half of its histogram is roughly a mirror image of its right half.)

Data **skewed to the left** (also called *negatively skewed*) have a longer left tail, and the mean and median are to the left of the mode. Data **skewed to the right** (also called *positively skewed*) have a longer right tail, and the mean and median are to the right of the mode.

Skewed data usually (but not always!) have the mean located farther out in the longer tail than the median. Figure 3-2(a) shows the mean to the left of the median for data skewed to the left, and Figure 3-2(c) shows the mean to the right of the median for data skewed to the right, but those relative positions of the mean and median are not always as shown in the figures. For example, it is possible to have data skewed to the left with a median less than the mean, contrary to the order shown in Figure 3-2(a). For the values of $-100, 1.0, 1.5, 1.7, 1.8, 2.0, 3.0, 4.0, 5.0, 50.0, 50.0, 60.0$, a histogram shows that the data are skewed to the left, but the mean of 6.7 is greater than the median of 2.5, contradicting the order of the mean and median shown in Figure 3-2(a).

The mean and median cannot always be used to identify the shape of the distribution.

In practice, many distributions of data are approximately symmetric and without skewness. Distributions skewed to the right are more common than those skewed to the left because it's often easier to get exceptionally large values than values that are exceptionally small. With annual incomes, for example, it's impossible to get values below zero, but there are a few people who earn millions or billions of dollars in a year. Annual incomes therefore tend to be skewed to the right, as in Figure 3-2(c).
The calculations of this section are fairly simple, but some of the calculations in the following sections require more effort. Many computer software programs allow you to enter a data set and use one operation to get several different sample statistics, referred to as descriptive statistics. Here are some of the procedures for obtaining such displays. (The accompanying displays result from the word counts of the 186 men from the samples in Data Set 8 of Appendix B.)

**STATDISK** Enter the data in the Data Window or open an existing data set. Click on Data and select Descriptive Statistics. Now click on Evaluate to get the various descriptive statistics, including the mean, median, midrange, and other statistics to be discussed in the following sections. (Click on Data and use the Explore Data option to display descriptive statistics along with a histogram and other items discussed later.)

**STATDISK**

![STATDISK Image]

**MINITAB** Enter the data in the column with the heading C1 (or open an existing data set). Click on Stat, select Basic Statistics, then select Descriptive Statistics. Double-click on C1 or another column so that it appears in the box labeled “Variables.” (Optional: Click on the box labeled “Statistics” to check or uncheck the statistics that you want.) Click OK. The results will include the mean and median as well as other statistics.

**MINITAB**

![MINITAB Image]

**EXCEL** Enter the sample data in column A (or open an existing data set). The procedure requires that the Data Analysis add-in is installed. (If the Data Analysis add-in is not yet installed, install it using the Help feature: search for “Data Analysis,” select “Load the Analysis Tool Pak,” and follow the instructions.)

Excel 2003: Select Tools, then Data Analysis, then select Descriptive Statistics and click OK.

**EXCEL**

![EXCEL Image]

**TI-83/84 PLUS** First enter the data in list L1 by pressing STAT, then selecting Edit and pressing the Enter key. After the data values have been entered, press STAT and select CALC, then select 1-Var Stats and press the Enter key twice. The display will include the mean \( \bar{x} \), the median, the minimum value, and the maximum value. Use the down-arrow key \( \downarrow \) to view the results that don’t fit on the initial display.

**TI-83/84 PLUS**

![TI-83/84 PLUS Image]
**3-2 Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. **Measures of Center** In what sense are the mean, median, mode, and midrange measures of “center”?

2. **Average** A headline in *USA Today* stated that “Average family income drops 2.3%.” What is the role of the term *average* in statistics? Should another term be used in place of *average*?

3. **Median** In an editorial, the *Poughkeepsie Journal* printed this statement: “The median price—the price exactly in between the highest and lowest—…” Does that statement correctly describe the median? Why or why not?

4. **Nominal Data** When the Indianapolis Colts recently won the Super Bowl, the numbers on the jerseys of the active players were 29, 41, 50, 58, 79, …, 10 (listed in the alphabetical order of the player’s names). Does it make sense to calculate the mean of those numbers? Why or why not?

In Exercises 5–20, find the (a) mean, (b) median, (c) mode, and (d) midrange for the given sample data. Then answer the given questions.

5. **Number of English Words** A simple random sample of pages from *Merriam-Webster’s Collegiate Dictionary, 11th edition*, was obtained. Listed below are the numbers of words defined on those pages. Given that this dictionary has 1459 pages with defined words, estimate the total number of defined words in the dictionary. Is that estimate likely to be an accurate estimate of the number of words in the English language?

   51 63 36 43 34 62 73 39 53 79

6. **Tests of Child Booster Seats** The National Highway Traffic Safety Administration conducted crash tests of child booster seats for cars. Listed below are results from those tests, with the measurements given in hic (standard head injury condition units). According to the safety requirement, the hic measurement should be less than 1000 hic. Do the results suggest that all of the child booster seats meet the specified requirement?

   774 649 1210 546 431 612

7. **Car Crash Costs** The Insurance Institute for Highway Safety conducted tests with crashes of new cars traveling at 6 mi/h. The total cost of the damages was found for a simple random sample of the tested cars and listed below. Do the different measures of center differ very much?

   $7448 $4911 $9051 $6374 $4277

8. **FICO Scores** The FICO credit rating scores obtained in a simple random sample are listed below. As of this writing, the reported mean FICO score was 678. Do these sample FICO scores appear to be consistent with the reported mean?

   714 751 664 789 818 779 698 836 753 834 693 802

9. **TV Salaries** Listed below are the top 10 annual salaries (in millions of dollars) of TV personalities (based on data from *OK!* magazine). These salaries correspond to Letterman, Cowell, Sheindlin, Leno, Couric, Lauer, Sawyer, Viera, Sutherland, and Sheen. Given that these are the top 10 salaries, do we know anything about the salaries of TV personalities in general? Are such top 10 lists valuable for gaining insight into the larger population?

   38 36 35 27 15 13 12 10 9.6 8.4

10. **Phenotypes of Peas** Biologists conducted experiments to determine whether a deficiency of carbon dioxide in the soil affects the phenotypes of peas. Listed below are the phenotype codes, where 1 = smooth-yellow, 2 = smooth-green, 3 = wrinkled-yellow, and 4 = wrinkled-green. Can the measures of center be obtained for these values? Do the results make sense?

   2 1 1 1 1 1 1 4 1 2 2 1 2 2 3 2 3 3 1 3 1 3 2 2
11. Space Shuttle Flights  Listed below are the durations (in hours) of a simple random sample of all flights (as of this writing) of NASA's Space Transport System (space shuttle). The data are from Data Set 10 in Appendix B. Is there a duration time that is very unusual? How might that duration time be explained?

73 95 235 192 165 262 191 376 259 235 381 331 221 244 0

12. Freshman 15  According to the “freshman 15” legend, college freshmen gain 15 pounds (or 6.8 kilograms) during their freshman year. Listed below are the amounts of weight change (in kilograms) for a simple random sample of freshmen included in a study (“Changes in Body Weight and Fat Mass of Men and Women in the First Year of College: A Study of the ‘Freshman 15,’ ” by Hoffman, Policastro, Quick, and Lee, Journal of American College Health, Vol. 55, No. 1). Positive values correspond to students who gained weight and negative values correspond to students who lost weight. Do these values appear to support the legend that college students gain 15 pounds (or 6.8 kilograms) during their freshman year? Why or why not?

11 3 0 -2 3 -2 -5 7 2 4 1 8 1 0 -5 2

13. Change in MPG Measure  Fuel consumption is commonly measured in miles per gallon. The Environmental Protection Agency designed new fuel consumption tests to be used starting with 2008 car models. Listed below are randomly selected amounts by which the measured MPG ratings decreased because of the new 2008 standards. For example, the first car was measured at 16 mi/gal under the old standards and 15 mi/gal under the new 2008 standards, so the amount of the decrease is 1 mi/gal. Would there be much of an error if, instead of retesting all older cars using the new 2008 standards, the mean amount of decrease is subtracted from the measurement obtained with the old standard?

1 2 3 2 4 3 4 2 2 2 3 2 2 2 2 2

14. NCAA Football Coach Salaries  Listed below are the annual salaries for a simple random sample of NCAA football coaches (based on data from USA Today). How do the mean and median change if the highest salary is omitted?

$150,000 $300,000 $350,147 $232,425 $360,000 $1,231,421 $810,000 $229,000

15. Playing Times of Popular Songs  Listed below are the playing times (in seconds) of songs that were popular at the time of this writing. (The songs are by Timberlake, Furtado, Daughtry, Stefani, Fergie, Akon, Ludacris, Beyonce, Nickelback, Rihanna, Fray, Lavigne, Pink, Mims, Mumidee, and Omarion.) Is there one time that is very different from the others?

448 242 231 246 246 293 280 227 244 213 262 239 213 258 255 257

16. Satellites  Listed below are the numbers of satellites in orbit from different countries. Does one country have an exceptional number of satellites? Can you guess which country has the most satellites?

158 17 15 18 7 3 5 1 8 3 4 2 4 1 2 3 1 1 1 1 1 1

17. Years to Earn Bachelor's Degree  Listed below are the lengths of time (in years) it took for a random sample of college students to earn bachelor's degrees (based on data from the U.S. National Center for Education Statistics). Based on these results, does it appear that it is common to earn a bachelor's degree in four years?

4 4 4 4 4 4 4 4 5 4 5 4 5 4 5 6 6 8 9 9 13 13 15

18. Car Emissions  Environmental scientists measured the greenhouse gas emissions of a sample of cars. The amounts listed below are in tons (per year), expressed as CO₂ equivalents. Given that the values are a simple random sample selected from Data Set 16 in Appendix B, are these values a simple random sample of cars in use? Why or why not?

7.2 7.1 7.4 7.9 6.5 7.2 8.2 9.3

19. Bankruptcies  Listed below are the numbers of bankruptcy filings in Dutchess County, New York State. The numbers are listed in order for each month of a recent year (based on
data from the *Poughkeepsie Journal*). Is there a trend in the data? If so, how might it be explained?

59 85 98 106 120 117 97 95 143 371 14 15

20. **Radiation in Baby Teeth** Listed below are amounts of strontium-90 (in millibecquerels or mBq per gram of calcium) in a simple random sample of baby teeth obtained from Pennsylvania residents born after 1979 (based on data from “An Unexpected Rise in Strontium-90 in U.S. Deciduous Teeth in the 1990s,” by Mangano, et al., *Science of the Total Environment*). How do the different measures of center compare? What, if anything, does this suggest about the distribution of the data?

155 142 149 130 151 163 151 142 156 133 138 161 128 144 172 137 151 166 147 163

145 116 136 158 114 165 145 150 150 158 151 145 152 140 170 129 188 156

In Exercises 21–24, find the mean and median for each of the two samples, then compare the two sets of results.

21. **Cost of Flying** Listed below are costs (in dollars) of roundtrip flights from JFK airport in New York City to San Francisco. (All flights involve one stop and a two-week stay.) The airlines are US Air, Continental, Delta, United, American, Alaska, and Northwest. Does it make much of a difference if the tickets are purchased 30 days in advance or 1 day in advance?

30 Days in Advance: 244 260 264 264 278 318 280

1 Day in Advance: 456 614 567 943 628 1088 536

22. **BMI for Miss America** The trend of thinner Miss America winners has generated charges that the contest encourages unhealthy diet habits among young women. Listed below are body mass indexes (BMI) for Miss America winners from two different time periods.

BMI (from the 1920s and 1930s): 20.4 21.9 22.1 22.3 20.3 18.8 18.9 19.4 18.4 19.1

BMI (from recent winners): 19.5 20.3 19.6 20.2 17.8 17.9 19.1 18.8 17.6 16.8

23. **Nicotine in Cigarettes** Listed below are the nicotine amounts (in mg per cigarette) for samples of filtered and nonfiltered cigarettes (from Data Set 4 in Appendix B). Do filters appear to be effective in reducing the amount of nicotine?

Nonfiltered: 1.1 1.7 1.7 1.1 1.1 1.4 1.1 1.4 1.0 1.2 1.1 1.1 1.1 1.1 1.1

1.1 1.1 1.8 1.6 1.1 1.2 1.5 1.3 1.1 1.3 1.1 1.1

Filtered: 0.4 1.0 1.2 0.8 0.8 1.0 1.1 1.1 1.1 0.8 0.8 0.8 0.8 0.8 0.8

1.0 0.2 1.1 1.0 0.8 1.0 0.9 1.1 1.1 0.6 1.3 1.1

24. **Customer Waiting Times** Waiting times (in minutes) of customers at the Jefferson Valley Bank (where all customers enter a single waiting line) and the Bank of Providence (where customers wait in individual lines at three different teller windows) are listed below. Determine whether there is a difference between the two data sets that is not apparent from a comparison of the measures of center. If so, what is it?

Jefferson Valley (single line): 6.5 6.6 6.7 6.8 7.1 7.3 7.4 7.7 7.7 7.7

Providence (individual lines): 4.2 5.4 5.8 6.2 6.7 7.7 7.7 8.5 9.3 10.0

Large Data Sets from Appendix B. In Exercises 25–28, refer to the indicated data set in Appendix B. Use computer software or a calculator to find the means and medians.

25. **Body Temperatures** Use the body temperatures for 12:00 AM on day 2 from Data Set 2 in Appendix B. Do the results support or contradict the common belief that the mean body temperature is 98.6°F?
26. How Long Is a 3/4 in. Screw? Use the listed lengths of the machine screws from Data Set 19 in Appendix B. The screws are supposed to have a length of 3/4 in. Do the results indicate that the specified length is correct?

27. Home Voltage Refer to Data Set 13 in Appendix B. Compare the means and medians from the three different sets of measured voltage levels.

28. Movies Refer to Data Set 9 in Appendix B and consider the gross amounts from two different categories of movies: Movies with R ratings and movies with ratings of PG or PG-13. Do the results appear to support a claim that R-rated movies have greater gross amounts because they appeal to larger audiences than movies rated PG or PG-13?

In Exercises 29–32, find the mean of the data summarized in the given frequency distribution. Also, compare the computed means to the actual means obtained by using the original list of data values, which are as follows: (Exercise 29) 21.1 mg; (Exercise 30) 76.3 beats per minute; (Exercise 31) 46.7 mi/h; (Exercise 32) 1.911 lb.

29. Tar (mg) in Nonfiltered Cigarettes

<table>
<thead>
<tr>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
</tr>
<tr>
<td>14–17</td>
</tr>
<tr>
<td>18–21</td>
</tr>
<tr>
<td>22–25</td>
</tr>
<tr>
<td>26–29</td>
</tr>
</tbody>
</table>

30. Pulse Rates of Females

<table>
<thead>
<tr>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>60–69</td>
</tr>
<tr>
<td>70–79</td>
</tr>
<tr>
<td>80–89</td>
</tr>
<tr>
<td>90–99</td>
</tr>
<tr>
<td>100–109</td>
</tr>
<tr>
<td>110–119</td>
</tr>
<tr>
<td>120–129</td>
</tr>
</tbody>
</table>

31. Speeding Tickets

The given frequency distribution describes the speeds of drivers ticketed by the Town of Poughkeepsie police. These drivers were traveling through a 30mi/h speed zone on Creek Road, which passes the author’s college. How does the mean speed compare to the posted speed limit of 30mi/h?

<table>
<thead>
<tr>
<th>Speed</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>42–45</td>
<td>25</td>
</tr>
<tr>
<td>46–49</td>
<td>14</td>
</tr>
<tr>
<td>50–53</td>
<td>7</td>
</tr>
<tr>
<td>54–57</td>
<td>3</td>
</tr>
<tr>
<td>58–61</td>
<td>1</td>
</tr>
</tbody>
</table>

Table for Exercise 31

32. Weights (lb) of Discarded Plastic

<table>
<thead>
<tr>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00–0.99</td>
</tr>
<tr>
<td>1.00–1.99</td>
</tr>
<tr>
<td>2.00–2.99</td>
</tr>
<tr>
<td>3.00–3.99</td>
</tr>
<tr>
<td>4.00–4.99</td>
</tr>
<tr>
<td>5.00–5.99</td>
</tr>
</tbody>
</table>

33. Weighted Mean A student of the author earned grades of B, C, B, A, and D. Those courses had these corresponding numbers of credit hours: 3, 3, 4, 4, and 1. The grading system assigns quality points to letter grades as follows: A = 4; B = 3; C = 2; D = 1; F = 0. Compute the grade point average (GPA) and round the result with two decimal places. If the Dean’s list requires a GPA of 3.00 or greater, did this student make the Dean’s list?

34. Weighted Mean A student of the author earned grades of 92, 83, 77, 84, and 82 on her five regular tests. She earned grades of 88 on the final exam and 95 on her class projects. Her combined homework grade was 77. The five regular tests count for 60% of the final grade, the final exam counts for 10%, the project counts for 15%, and homework counts for 15%. What is her weighted mean grade? What letter grade did she earn? (A, B, C, D, or F)
35. Degrees of Freedom A secondary standard mass is periodically measured and compared to the standard for one kilogram (or 1000 grams). Listed below is a sample of measured masses (in micrograms) that the secondary standard is below the true mass of 1000 grams. One of the sample values is missing and is not shown below. The data are from the National Institutes of Standards and Technology, and the mean of the sample is 657.054 micrograms.

a. Find the missing value.

b. We need to create a list of \( n \) values that have a specific known mean. We are free to select any values we desire for some of the \( n \) values. How many of the \( n \) values can be freely assigned before the remaining values are determined? (The result is referred to as the number of degrees of freedom.)

\[
675.04 \quad 665.10 \quad 631.27 \quad 671.35
\]

36. Censored Data As of this writing, there have been 42 different presidents of the United States, and four of them are alive. Listed below are the numbers of years that they lived after their first inauguration, and the four values with the plus signs represent the four presidents who are still alive. (These values are said to be censored at the current time that this list was compiled.) What can you conclude about the mean time that a president lives after inauguration?

\[
10 29 26 28 15 23 17 25 0 20 4 1 24 16 12 4 10 17 16 0 7 \\
24 12 4 18 21 11 2 9 36 12 28 3 16 9 25 23 32 30+ 18+ 14+ 6+
\]

37. Trimmed Mean Because the mean is very sensitive to extreme values, we stated that it is not a resistant measure of center. The trimmed mean is more resistant. To find the 10% trimmed mean for a data set, first arrange the data in order, then delete the bottom 10% of the values and the top 10% of the values, then calculate the mean of the remaining values. For the FICO credit-rating scores in Data Set 24 from Appendix B, find the following. How do the results compare?

a. the mean  

b. the 10% trimmed mean  

c. the 20% trimmed mean

38. Harmonic Mean The harmonic mean is often used as a measure of center for data sets consisting of rates of change, such as speeds. It is found by dividing the number of values \( n \) by the sum of the reciprocals of all values, expressed as

\[
\frac{n}{\sum \frac{1}{x}}
\]

(No value can be zero.) The author drove 1163 miles to a conference in Orlando, Florida. For the trip to the conference, the author stopped overnight, and the mean speed from start to finish was 38 mi/h. For the return trip, the author stopped only for food and fuel, and the mean speed from start to finish was 56 mi/h. Can the “average” speed for the combined round trip be found by adding 38 mi/h and 56 mi/h, then dividing that sum by 2? Why or why not? What is the “average” speed for the round trip?

39. Geometric Mean The geometric mean is often used in business and economics for finding average rates of change, average rates of growth, or average ratios. Given \( n \) values (all of which are positive), the geometric mean is the \( n \)th root of their product. The average growth factor for money compounded at annual interest rates of 10%, 5%, and 2% can be found by computing the geometric mean of 1.10, 1.05, and 1.02. Find that average growth factor. What single percentage growth rate would be the same as having three successive growth rates of 10%, 5%, and 2%? Is that result the same as the mean of 10%, 5%, and 2%?

40. Quadratic Mean The quadratic mean (or root mean square, or R.M.S.) is usually used in physical applications. In power distribution systems, for example, voltages and currents are usually referred to in terms of their R.M.S. values. The quadratic mean of a set of values
is obtained by squaring each value, adding those squares, dividing the sum by the number of values \( n \), and then taking the square root of that result, as indicated below:

\[
\text{quadratic mean} = \sqrt{\frac{\sum x^2}{n}}
\]

Find the R.M.S. of the voltages listed for the generator from Data Set 13 in Appendix B. How does the result compare to the mean? Will the same comparison apply to all other data sets?

41. **Median** When data are summarized in a frequency distribution, the median can be found by first identifying the **median class** (the class that contains the median). We then assume that the values in that class are evenly distributed and we can interpolate. Letting \( n \) denote the sum of all class frequencies, and letting \( m \) denote the sum of the class frequencies that **precede** the median class, the median can be estimated as shown below.

\[
\text{(lower limit of median class)} + \text{(class width)} \left( \frac{\left( \frac{n + 1}{2} \right) - (m + 1)}{\text{frequency of median class}} \right)
\]

Use this procedure to find the median of the frequency distribution given in Exercise 29. How does the result compare to the median of the original list of data, which is 20.0 mg? Which value of the median is better: the value computed for the frequency table or the value of 20.0 mg?

---

**Key Concept** In this section we discuss the characteristic of variation. In particular, we present measures of variation, such as the **standard deviation**, as tools for analyzing data. Our focus here is not only to find values of the measures of variation, but also to interpret those values. In addition, we discuss concepts that help us to better understand the standard deviation.

**Study Hint:** Part 1 of this section presents basic concepts of variation and Part 2 presents additional concepts related to the standard deviation. Although both parts contain several formulas for computation, do not spend too much time memorizing those formulas and doing arithmetic calculations. Instead, make understanding and interpreting the standard deviation a priority.

**Part 1: Basic Concepts of Variation**

For a visual illustration of variation, see the accompanying dotplots representing two different samples of IQ scores. Both samples have the same mean of 100, but notice how the top dotplot (based on randomly selected high school students) shows IQ scores that are spread apart much farther than in the bottom dotplot (representing high school students grouped according to grades). This characteristic of spread, or variation, or dispersion, is so important that we develop methods for measuring it with numbers. We begin with the **range**.

**Both samples have the same mean of 100.0.**
Range

The first measure of variation we consider is the range.

**Definition**

The range of a set of data values is the difference between the maximum data value and the minimum data value.

\[
\text{range} = (\text{maximum data value}) - (\text{minimum data value})
\]

Because the range uses only the maximum and the minimum data values, it is very sensitive to extreme values and isn’t as useful as other measures of variation that use every data value, such as the standard deviation. However, because the range is so easy to compute and understand, it is used often in statistical process control. (See Section 14-2 for control charts based on the range.)

In general, the range should not be rounded. However, to keep procedures consistent, we round the range using the same round-off rule for all measures of variation discussed in this section.

**Round-Off Rule for Measures of Variation**

When rounding the value of a measure of variation, carry one more decimal place than is present in the original set of data.

**Example 1**

Range As of this writing, India has 1 satellite used for military and intelligence purposes, Japan has 3, and Russia has 14. Find the range of the sample values of 1, 3, and 14.

**Solution**

The range is found by subtracting the lowest value from the largest value, so we get

\[
\text{range} = (\text{maximum value}) - (\text{minimum value}) = 14 - 1 = 13.0
\]

The result is shown with one more decimal place than is present in the original data values.

**Standard Deviation of a Sample**

The standard deviation is the measure of variation most commonly used in statistics.

**Definition**

The standard deviation of a set of sample values, denoted by \( s \), is a measure of variation of values about the mean. It is a type of average deviation of values from the mean that is calculated by using Formula 3-4 or 3-5. Formula 3-5 is just a different version of Formula 3-4; it is algebraically the same.
Later in this section we describe the reasoning behind these formulas, but for now we recommend that you use Formula 3-4 for a few examples, then learn how to find standard deviation values using your calculator and by using a software program. (Most scientific calculators are designed so that you can enter a list of values and automatically get the standard deviation.) The following properties are consequences of the way in which the standard deviation is defined:

- The standard deviation is a measure of variation of all values from the mean.
- The value of the standard deviation \( s \) is usually positive. It is zero only when all of the data values are the same number. (It is never negative.) Also, larger values of \( s \) indicate greater amounts of variation.
- The value of the standard deviation \( s \) can increase dramatically with the inclusion of one or more outliers (data values that are very far away from all of the others).
- The units of the standard deviation \( s \) (such as minutes, feet, pounds, and so on) are the same as the units of the original data values.

If our goal was to develop skills for manually calculating values of standard deviations, we would focus on Formula 3-5, which simplifies the calculations. However, we prefer to show a calculation using Formula 3-4, because that formula better illustrates that the standard deviation is based on deviations of sample values away from the mean.

**SC Example 2** Using Formula 3-4 Use Formula 3-4 to find the standard deviation of the sample values of 1, 3, and 14 from Example 1.

**Solution** The left column of Table 3-2 summarizes the general procedure for finding the standard deviation using Formula 3-4, and the right column illustrates that procedure for the sample values 1, 3, and 14. The result shown in Table 3-2 is 7.0, which is rounded to one more decimal place than is present in the original list of sample values (1, 3, 14). Also, the units for the standard deviation are the same as the units of the original data. Because the original data are 1 satellite, 3 satellites, and 14 satellites, the standard deviation is 7.0 satellites.

continued
More Stocks, Less Risk

In their book *Investments*, authors Zvi Bodie, Alex Kane, and Alan Marcus state that “the average standard deviation for returns of portfolios composed of only one stock was 0.554. The average portfolio risk fell rapidly as the number of stocks included in the portfolio increased.” They note that with 32 stocks, the standard deviation is 0.325, indicating much less variation and risk. They make the point that with only a few stocks, a portfolio has a high degree of “firm-specific” risk, meaning that the risk is attributable to the few stocks involved. With more than 30 stocks, there is very little firm-specific risk; instead, almost all of the risk is “market risk,” attributable to the stock market as a whole. They note that these principles are “just an application of the well-known law of averages.”

### Table 3-2

<table>
<thead>
<tr>
<th>General Procedure for Finding Standard Deviation with Formula 3-4</th>
<th>Specific Example using these sample values: 1, 3, 14.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1:</strong> Compute the mean $\bar{x}$.</td>
<td>The sum of 1, 3, and 14 is 18, so $\bar{x} = \frac{\sum x}{n} = \frac{1 + 3 + 14}{3} = \frac{18}{3} = 6.0$</td>
</tr>
<tr>
<td><strong>Step 2:</strong> Subtract the mean from each individual sample value. (The result is a list of deviations of the form $(x - \bar{x})$.)</td>
<td>Subtract the mean of 6.0 from each sample value to get these deviations away from the mean: $-5$, $-3$, $8$.</td>
</tr>
<tr>
<td><strong>Step 3:</strong> Square each of the deviations obtained from Step 2. (This produces numbers of the form $(x - \bar{x})^2$.)</td>
<td>The squares of the deviations from Step 2 are: $25$, $9$, $64$.</td>
</tr>
<tr>
<td><strong>Step 4:</strong> Add all of the squares obtained from Step 3. The result is $\sum(x - \bar{x})^2$.</td>
<td>The sum of the squares from Step 3 is $25 + 9 + 64 = 98$.</td>
</tr>
<tr>
<td><strong>Step 5:</strong> Divide the total from Step 4 by the number $n - 1$, which is 1 less than the total number of sample values present.</td>
<td>With $n = 3$ data values, $n - 1 = 2$, so we divide 98 by 2 to get this result: $\frac{98}{2} = 49$.</td>
</tr>
<tr>
<td><strong>Step 6:</strong> Find the square root of the result of Step 5. The result is the standard deviation.</td>
<td>The standard deviation is $\sqrt{49} = 7.0$.</td>
</tr>
</tbody>
</table>

### Example 3

**Using Formula 3-5** Use Formula 3-5 to find the standard deviation of the sample values 1, 3, and 14 from Example 1.

**Solution**

Shown below is the computation of the standard deviation of 1 satellite, 3 satellites, and 14 satellites using Formula 3-5.

- $n = 3$ (because there are 3 values in the sample)
- $\sum x = 18$ (found by adding the sample values: $1 + 3 + 14 = 18$)
- $\sum x^2 = 206$ (found by adding the squares of the sample values, as in $1^2 + 3^2 + 14^2 = 206$)

Using Formula 3-5, we get

$$s = \sqrt{\frac{n(\sum x^2) - (\sum x)^2}{n(n - 1)}} = \sqrt{\frac{3(206) - (18)^2}{3(3 - 1)}} = \sqrt{\frac{294}{6}} = 7.0 \text{ satellites}$$

Note that the result is the same as the result in Example 2.

### Comparing Variation in Different Samples

Table 3-3 shows measures of center and measures of variation for the word counts of the 186 men and 210 women listed in Data Set 8 in Appendix B. From the table we see that the range for men is somewhat larger than the range for women. Table 3-3 also shows that the standard deviation for men is somewhat larger than the standard deviation for women, but it’s a good practice to compare two sample standard deviations only when the sample means are approximately the same. When comparing variation in samples with very different means, it is better to use the coefficient of variation, which is defined later in this section. We also use the coefficient of variation when we want to compare variation from two samples with different scales or units of values, such as the comparison of variation of heights of men and weights of men (see Example 8, at the end of this section).
Table 3-3  Comparison of Word Counts of Men and Women

<table>
<thead>
<tr>
<th></th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>15,668.5</td>
<td>16,215.0</td>
</tr>
<tr>
<td>Median</td>
<td>14,290.0</td>
<td>15,917.0</td>
</tr>
<tr>
<td>Midrange</td>
<td>23,855.5</td>
<td>20,864.5</td>
</tr>
<tr>
<td>Range</td>
<td>46,321.0</td>
<td>38,381.0</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>8,632.5</td>
<td>7,301.2</td>
</tr>
</tbody>
</table>

Standard Deviation of a Population

The definition of standard deviation and Formulas 3-4 and 3-5 apply to the standard deviation of sample data. A slightly different formula is used to calculate the standard deviation $\sigma$ (lowercase sigma) of a population: Instead of dividing by $n - 1$, we divide by the population size $N$, as shown here:

$$
\text{population standard deviation } \sigma = \sqrt{\frac{\sum (x - \mu)^2}{N}}
$$

Because we generally deal with sample data, we will usually use Formula 3-4, in which we divide by $n - 1$. Many calculators give both the sample standard deviation and the population standard deviation, but they use a variety of different notations. Be sure to identify the notation used by your calculator, so that you get the correct result.

CAUTION

When using technology to find the standard deviation of sample data, be sure that you obtain the sample standard deviation, not the population standard deviation.

Variance of a Sample and a Population

So far, we have used the term variation as a general description of the amount that values vary among themselves. (The terms dispersion and spread are sometimes used instead of variation.) The term variance has a specific meaning.

DEFINITION

The variance of a set of values is a measure of variation equal to the square of the standard deviation.

- Sample variance: $s^2$ square of the standard deviation $s$.
- Population variance: $\sigma^2$ square of the population standard deviation $\sigma$.

The sample variance $s^2$ is an unbiased estimator of the population variance $\sigma^2$, which means that values of $s^2$ tend to target the value of $\sigma^2$ instead of systematically tending to overestimate or underestimate $\sigma^2$. For example, consider an IQ test designed so that the population variance is 225. If you repeat the process of randomly selecting 100 subjects, giving them IQ tests, and calculating the sample variance $s^2$ in each case, the sample variances that you obtain will tend to center around 225, which is the population variance.
The variance is a statistic used in some statistical methods, such as analysis of variance discussed in Chapter 12. For our present purposes, the variance has this serious disadvantage: *The units of variance are different than the units of the original data set.* For example, if we have data consisting of waiting times in minutes, the units of the variance are min$^2$, but what is a square minute? Because the variance uses different units, it is difficult to understand variance as it relates to the original data set. Because of this property, it is better to focus on the standard deviation when trying to develop an understanding of variation, as we do later in this section.

Part 1 of this section introduced basic concepts of variation. The notation we have used is summarized below.

### Notation

- $s = \text{sample standard deviation}$
- $s^2 = \text{sample variance}$
- $\sigma = \text{population standard deviation}$
- $\sigma^2 = \text{population variance}$

*Note:* Articles in professional journals and reports often use SD for standard deviation and VAR for variance.

---

**Part 2:** Beyond the Basics of Variation

**Using and Understanding Standard Deviation**

In this subsection we focus on making sense of the standard deviation, so that it is not some mysterious number devoid of any practical significance.

One crude but simple tool for understanding standard deviation is the **range rule of thumb**, which is based on the principle that for many data sets, the vast majority (such as 95%) of sample values lie within two standard deviations of the mean. We could improve the accuracy of this rule by taking into account such factors as the size of the sample and the distribution, but here we prefer to sacrifice accuracy for the sake of simplicity. Also, we could use three or even four standard deviations instead of two standard deviations, but we want a simple rule that will help us interpret values of standard deviations. Later we study methods that will produce more accurate results.

**Range Rule of Thumb**

**Interpreting a Known Value of the Standard Deviation:** We informally defined *usual* values in a data set to be those that are typical and not too extreme. If the standard deviation of a collection of data is known, use it to find rough estimates of the minimum and maximum *usual* sample values as follows:

- minimum “usual” value = (mean) $- 2 \times$ (standard deviation)
- maximum “usual” value = (mean) $+ 2 \times$ (standard deviation)

**Estimating a Value of the Standard Deviation $s$:** To roughly estimate the standard deviation from a collection of known sample data, use

$$s \approx \frac{\text{range}}{4}$$

where range = (maximum data value) $-$ (minimum data value).
**Example 4**  
**Range Rule of Thumb for Interpreting \( s \)**  
The Wechsler Adult Intelligence Scale involves an IQ test designed so that the mean score is 100 and the standard deviation is 15. Use the range rule of thumb to find the minimum and maximum “usual” IQ scores. Then determine whether an IQ score of 135 would be considered “unusual.”

**Solution**  
With a mean of 100 and a standard deviation of 15, we use the range rule of thumb to find the minimum and maximum usual IQ scores as follows:

- Minimum “usual” value = (mean) \(- 2 \times \) (standard deviation)  
  \[ = 100 - 2(15) = 70 \]
- Maximum “usual” value = (mean) \(+ 2 \times \) (standard deviation)  
  \[ = 100 + 2(15) = 130 \]

**Interpretation**  
Based on these results, we expect that typical IQ scores fall between 70 and 130. Because 135 does not fall within those limits, it would be considered an unusual IQ score.

**Example 5**  
**Range Rule of Thumb for Estimating \( s \)**  
Use the range rule of thumb to estimate the standard deviation of the sample of 100 FICO credit rating scores listed in Data Set 24 in Appendix B. Those scores have a minimum of 444 and a maximum of 850.

**Solution**  
The range rule of thumb indicates that we can estimate the standard deviation by finding the range and dividing it by 4. With a minimum of 444 and a maximum of 850, the range rule of thumb can be used to estimate the standard deviation \( s \) as follows:

\[
 s \approx \frac{\text{range}}{4} = \frac{850 - 444}{4} = 101.5
\]

**Interpretation**  
The actual value of the standard deviation is \( s = 92.2 \). The estimate of 101.5 is off by a fair amount. This illustrates that the range rule of thumb yields a rough estimate that might be off by a considerable amount.

Listed below are properties of the standard deviation.

**Properties of the Standard Deviation**
- The standard deviation measures the variation among data values.
- Values close together have a small standard deviation, but values with much more variation have a larger standard deviation.
- The standard deviation has the same units of measurement (such as minutes or grams or dollars) as the original data values.
• For many data sets, a value is unusual if it differs from the mean by more than two standard deviations.

• When comparing variation in two different data sets, compare the standard deviations only if the data sets use the same scale and units and they have means that are approximately the same.

Empirical (or 68–95–99.7) Rule for Data with a Bell-Shaped Distribution

Another concept that is helpful in interpreting the value of a standard deviation is the empirical rule. This rule states that for data sets having a distribution that is approximately bell-shaped, the following properties apply. (See Figure 3-3.)

• About 68% of all values fall within 1 standard deviation of the mean.

• About 95% of all values fall within 2 standard deviations of the mean.

• About 99.7% of all values fall within 3 standard deviations of the mean.

Example 6

Empirical Rule

IQ scores have a bell-shaped distribution with a mean of 100 and a standard deviation of 15. What percentage of IQ scores are between 70 and 130?

Solution

The key to solving this problem is to recognize that 70 and 130 are each exactly 2 standard deviations away from the mean of 100, as shown below.

2 standard deviations = 2s = 2(15) = 30

Therefore, 2 standard deviations from the mean is

100 - 30 = 70

or

100 + 30 = 130

The empirical rule tells us that about 95% of all values are within 2 standard deviations of the mean, so about 95% of all IQ scores are between 70 and 130.

Figure 3-3

The Empirical Rule
A third concept that is helpful in understanding or interpreting a value of a standard deviation is **Chebyshev’s theorem**. The empirical rule applies only to data sets with bell-shaped distributions, but Chebyshev’s theorem applies to any data set. Unfortunately, results from Chebyshev’s theorem are only approximate. Because the results are lower limits (“at least”), Chebyshev’s theorem has limited usefulness.

<table>
<thead>
<tr>
<th><strong>Chebyshev’s Theorem</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The proportion (or fraction) of any set of data lying within $K$ standard deviations of the mean is always at least $1 - 1/K^2$, where $K$ is any positive number greater than 1. For $K = 2$ and $K = 3$, we get the following statements:</td>
</tr>
<tr>
<td>• At least $3/4$ (or 75%) of all values lie within 2 standard deviations of the mean.</td>
</tr>
<tr>
<td>• At least $8/9$ (or 89%) of all values lie within 3 standard deviations of the mean.</td>
</tr>
</tbody>
</table>

**Example 7** Chebyshev’s Theorem IQ scores have a mean of 100 and a standard deviation of 15. What can we conclude from Chebyshev’s theorem?

**Solution** Applying Chebyshev’s theorem with a mean of 100 and a standard deviation of 15, we can reach the following conclusions.

- At least $3/4$ (or 75%) of IQ scores are within 2 standard deviations of the mean (between 70 and 130).
- At least $8/9$ (or 89%) of all IQ scores are within 3 standard deviations of the mean (between 55 and 145).

When trying to make sense of the standard deviation, we should use one or more of the preceding three concepts. To gain additional insight into the nature of the standard deviation, we now consider the underlying rationale leading to Formula 3-4, which is the basis for its definition. (Recall that Formula 3-5 is simply another version of Formula 3-4.)

**Why Is Standard Deviation Defined as in Formula 3-4?**

Why do we measure variation using Formula 3-4? In measuring variation in a set of sample data, it makes sense to begin with the individual amounts by which values deviate from the mean. For a particular data value $x$, the amount of deviation is $x - \bar{x}$, which is the difference between the individual $x$ value and the mean. For the values of 1, 3, 14, the mean is 6.0 so the deviations away from the mean are $-5$, $-3$, and 8. It would be good to somehow combine those deviations into one number that can serve as a measure of the variation. Simply adding the deviations doesn’t work, because the sum will always be zero. To get a statistic that measures variation (instead of always being zero), we need to avoid the canceling out of negative and positive numbers. One approach is to add absolute values, as in $\sum |x - \bar{x}|$. If we find the mean of that sum, we get the **mean absolute deviation** (or MAD), which is the mean distance of the data from the mean:

$$\text{mean absolute deviation} = \frac{\sum |x - \bar{x}|}{n}$$
Because the values of 1, 3, 14 have deviations of –5, –3, and 8, the mean absolute deviation is \((5 + 3 + 8)/3 = 16/3 = 5.3\).

**Why Not Use the Mean Absolute Deviation Instead of the Standard Deviation?** Computation of the mean absolute deviation uses absolute values, so it uses an operation that is not “algebraic.” (The algebraic operations include addition, multiplication, extracting roots, and raising to powers that are integers or fractions, but absolute value is not included among the algebraic operations.) The use of absolute values would create algebraic difficulties in inferential methods of statistics discussed in later chapters. For example, Section 9-3 presents a method for making inferences about the means of two populations, and that method is built around an additive property of variances, but the mean absolute deviation has no such additive property. (Here is a simplified version of the additive property of variances: If you have two independent populations and you randomly select one value from each population and add them, such sums will have a variance equal to the sum of the variances of the two populations.) Also, the mean absolute deviation is **biased**, meaning that when you find mean absolute deviations of samples, you do not tend to target the mean absolute deviation of the population. In contrast, the standard deviation uses only algebraic operations. Because it is based on the square root of a sum of squares, the standard deviation closely parallels distance formulas found in algebra. There are many instances where a statistical procedure is based on a similar sum of squares. Therefore, instead of using absolute values, we square all deviations \((x – \overline{x})\) so that they are nonnegative. This approach leads to the standard deviation. For these reasons, scientific calculators typically include a standard deviation function, but they almost never include the mean absolute deviation.

**Why Divide by \(n – 1\)?** After finding all of the individual values of \((x – \overline{x})^2\), we combine them by finding their sum. We then divide by \(n – 1\) because there are only \(n – 1\) independent values. With a given mean, only \(n – 1\) values can be freely assigned any number before the last value is determined. Exercise 37 illustrates that division by \(n – 1\) yields a better result than division by \(n\). That exercise shows how division by \(n – 1\) causes the sample variance \(s^2\) to target the value of the population variance \(\sigma^2\), whereas division by \(n\) causes the sample variance \(s^2\) to underestimate the value of the population variance \(\sigma^2\).

**Comparing Variation in Different Populations**

When comparing variation in two different sets of data, the standard deviations should be compared only if the two sets of data use the same scale and units and they have approximately the same mean. If the means are substantially different, or if the samples use different scales or measurement units, we can use the **coefficient of variation**, defined as follows.

**Definition**

The **coefficient of variation** (or CV) for a set of nonnegative sample or population data, expressed as a percent, describes the standard deviation relative to the mean, and is given by the following:

<table>
<thead>
<tr>
<th>Sample</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CV = \frac{s}{\overline{x}} \cdot 100%)</td>
<td>(CV = \frac{\sigma}{\mu} \cdot 100%)</td>
</tr>
</tbody>
</table>
Heights and Weights of Men

Compare the variation in heights of men to the variation in weights of men, using these sample results obtained from Data Set 1 in Appendix B: for men, the heights yield \( \bar{x} = 68.34 \text{ in.} \) and \( s = 3.02 \text{ in.} \); the weights yield \( \bar{x} = 172.55 \text{ lb} \) and \( s = 26.33 \text{ lb} \). Note that we want to compare variation among heights to variation among weights.

We can compare the standard deviations if the same scales and units are used and the two means are approximately equal, but here we have different scales (heights and weights) and different units of measurement (inches and pounds), so we use the coefficients of variation:

\[
CV_{\text{heights}} = \frac{s}{\bar{x}} \times 100\% = \frac{3.02 \text{ in.}}{68.34 \text{ in.}} \times 100\% = 4.42\%
\]

\[
CV_{\text{weights}} = \frac{s}{\bar{x}} \times 100\% = \frac{26.33 \text{ lb}}{172.55 \text{ lb}} \times 100\% = 15.26\%
\]

Although the standard deviation of 3.02 in. cannot be compared to the standard deviation of 26.33 lb, we can compare the coefficients of variation, which have no units. We can see that heights (with \( CV = 4.42\% \)) have considerably less variation than weights (with \( CV = 15.26\% \)). This makes intuitive sense, because we routinely see that weights among men vary much more than heights. It is very rare to see two adult men with one of them being twice as tall as the other, but it is much more common to see two men with one of them weighing twice as much as the other.

 USING TECHNOLOGY

STATDISK, Minitab, Excel, and the TI-83/84 Plus calculator can be used for the important calculations of this section. Use the same procedures given at the end of Section 3-2.

3-3 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Variation and Variance In statistics, how do variation and variance differ?

2. Correct Statement? In the book How to Lie with Charts, it is stated that “the standard deviation is usually shown as plus or minus the difference between the high and the mean, and the low and the mean. For example, if the mean is 1, the high 3, and the low −1, the standard deviation is ±2.” Is that statement correct? Why or why not?

3. Comparing Variation Which do you think has more variation: the incomes of a simple random sample of 1000 adults selected from the general population, or the incomes of a simple random sample of 1000 statistics teachers? Why?

4. Unusual Value? The systolic blood pressures of 40 women are given in Data Set 1 in Appendix B. They have a mean of 110.8 mm Hg and a standard deviation of 17.1 mm Hg. The
highest systolic blood pressure measurement in this sample is 181 mm Hg. In this context, is a systolic blood pressure of 181 mm Hg "unusual"? Why or why not?

In Exercises 5–20, find the range, variance, and standard deviation for the given sample data. Include appropriate units (such as “minutes”) in your results. (The same data were used in Section 3-2 where we found measures of center. Here we find measures of variation.) Then answer the given questions.

5. Number of English Words Merriam-Webster's Collegiate Dictionary, 11th edition, has 1459 pages of defined words. Listed below are the numbers of defined words per page for a simple random sample of those pages. If we use this sample as a basis for estimating the total number of defined words in the dictionary, how does the variation of these numbers affect our confidence in the accuracy of the estimate?

51 63 36 43 34 62 73 39 53 79

6. Tests of Child Booster Seats The National Highway Traffic Safety Administration conducted crash tests of child booster seats for cars. Listed below are results from those tests, with the measurements given in hic (standard head injury condition units). According to the safety requirement, the hic measurement should be less than 1000. Do the different child booster seats have much variation among their crash test measurements?

774 649 1210 546 431 612

7. Car Crash Costs The Insurance Institute for Highway Safety conducted tests with crashes of new cars traveling at 6 mi/h. The total cost of the damages for a simple random sample of the tested cars are listed below. Based on these results, is damage of $10,000 unusual? Why or why not?

$7448 $4911 $9051 $6374 $4277

8. FICO Scores A simple random sample of FICO credit rating scores is listed below. As of this writing, the mean FICO score was reported to be 678. Based on these results, is a FICO score of 500 unusual? Why or why not?

714 751 664 789 818 779 698 836 753 834 693 802

9. TV Salaries Listed below are the top 10 annual salaries (in millions of dollars) of TV personalities (based on data from OK! magazine). These salaries correspond to Letterman, Cowell, Sheindlin, Leno, Couric, Lauer, Sawyer, Viera, Sutherland, and Sheen. Given that these are the top 10 salaries, do we know anything about the variation of salaries of TV personalities in general?

38 36 35 27 15 13 12 10 9.6 8.4

10. Phenotypes of Peas Biologists conducted an experiment to determine whether a deficiency of carbon dioxide in the soil affects the phenotypes of peas. Listed below are the phenotype codes, where 1 = smooth-yellow, 2 = smooth-green, 3 = wrinkled-yellow, and 4 = wrinkled-green. Can the measures of variation be obtained for these values? Do the results make sense?

2 1 1 1 1 1 1 1 1 1 2 1 2 1 2 3 2 3 3 1 3 1 3 2 2

11. Space Shuttle Flights Listed below are the durations (in hours) of a simple random sample of all flights (as of this writing) of NASA's Space Transport System (space shuttle). The data are from Data Set 10 in Appendix B. Is the lowest duration time unusual? Why or why not?

73 95 235 192 165 262 191 376 259 235 381 331 221 244 0

12. Freshman 15 According to the "freshman 15" legend, college freshmen gain 15 pounds (or 6.8 kilograms) during their freshman year. Listed below are the amounts of weight change (in kilograms) for a simple random sample of freshmen included in a study (“Changes in Body Weight and Fat Mass of Men and Women in the First Year of College: A Study of the ‘Freshman 15,’” by Hoffman, Policastro, Quick, and Lee, Journal of American College Health, Vol. 55, No. 1). Positive values correspond to students who gained weight and negative values correspond to students who lost weight. Is a weight gain of 15 pounds (or 6.8 kg) unusual? Why or why not? If 15 pounds (or 6.8 kg) is not unusual, does that support the legend of the "freshman 15"?

11 3 0 −2 3 −2 −2 5 −2 7 2 4 1 8 1 0 −5 2
13. Change in MPG Measure Fuel consumption is commonly measured in miles per gallon. The Environmental Protection Agency designed new fuel consumption tests to be used starting with 2008 car models. Listed below are randomly selected amounts by which the measured MPG ratings decreased because of the new 2008 standards. For example, the first car was measured at 16 mi/gal under the old standards and 15 mi/gal under the new 2008 standards, so the amount of the decrease is 1 mi/gal. Is the decrease of 4 mi/gal unusual? Why or why not?

14. NCAA Football Coach Salaries Listed below are the annual salaries for a simple random sample of NCAA football coaches (based on data from USA Today). How does the standard deviation change if the highest salary is omitted?

$150,000 $300,000 $350,147 $232,425 $360,000 $1,231,421 $810,000 $229,000

15. Playing Times of Popular Songs Listed below are the playing times (in seconds) of songs that were popular at the time of this writing. (The songs are by Timberlake, Furtado, Daughtry, Stefani, Fergie, Akon, Ludacris, Beyonce, Nickelback, Rihanna, Fray, Lavigne, Pink, Mims, Mumidee, and Omarion.) Does the standard deviation change much if the longest playing time is deleted?

448 242 231 246 246 293 280 227 244 213 262 239 213 258 255 257

16. Satellites Listed below are the numbers of satellites in orbit from different countries. Based on these results, is it unusual for a country to not have any satellites? Why or why not?

158 17 15 18 7 3 5 1 8 3 4 2 4 1 2 3 1 1 1 1 1 1 1

17. Years to Earn Bachelor’s Degree Listed below are the lengths of time (in years) it took for a random sample of college students to earn bachelor’s degrees (based on data from the U.S. National Center for Education Statistics). Based on these results, is it unusual for someone to earn a bachelor’s degree in 12 years?


18. Car Emissions Environmental scientists measured the greenhouse gas emissions of a sample of cars. The amounts listed below are in tons (per year), expressed as CO₂ equivalents. Is the value of 9.3 tons unusual?

7.2 7.1 7.4 7.9 6.5 7.2 8.2 9.3

19. Bankruptcies Listed below are the numbers of bankruptcy filings in Dutchess County, New York State. The numbers are listed in order for each month of a recent year (based on data from the Poughkeepsie Journal). Identify any of the values that are unusual.

59 85 98 106 120 117 97 95 143 371 14 15


155 142 149 130 151 163 151 142 156 133 138 161 128 144 172 137 151 166 147 163

145 116 136 158 114 165 169 145 150 150 158 151 145 152 140 170 129 188 156

**Coefficient of Variation.** In Exercises 21–24, find the coefficient of variation for each of the two sets of data, then compare the variation. (The same data were used in Section 3-2.)

21. Cost of Flying Listed below are costs (in dollars) of roundtrip flights from JFK airport in New York City to San Francisco. All flights involve one stop and a two-week stay. The airlines are US Air, Continental, Delta, United, American, Alaska, and Northwest.

30 Days in Advance: 244 260 264 264 278 318 280

1 Day in Advance: 456 614 567 943 628 1088 536
22. **BMI for Miss America**  
The trend of thinner Miss America winners has generated charges that the contest encourages unhealthy diet habits among young women. Listed below are body mass indexes (BMI) for Miss America winners from two different time periods.

BMI (from the 1920s and 1930s):  
20.4  21.9  22.1  22.3  20.3  18.8  18.9  19.4  18.4  19.1

BMI (from recent winners):  
19.5  20.3  19.6  20.2  17.8  17.9  19.1  18.8  17.6  16.8

23. **Nicotine in Cigarettes**  
Listed below are the nicotine amounts (in mg per cigarette) for samples of filtered and nonfiltered cigarettes (from Data Set 4 in Appendix B).

Nonfiltered:  
1.1  1.7  1.7  1.1  1.1  1.4  1.1  1.4  1.0  1.2  1.1  1.1  1.1

Filterled:  
0.4  1.0  1.2  0.8  0.8  1.0  1.1  1.1  0.8  0.8  0.8  0.8

24. **Customer Waiting Times**  
Waiting times (in minutes) of customers at the Jefferson Valley Bank (where all customers enter a single waiting line) and the Bank of Providence (where customers wait in individual lines at three different teller windows) are listed below.

Jefferson Valley (single line):  
6.5  6.6  6.7  6.8  7.1  7.3  7.4  7.7  7.7  7.7  7.7  7.7

Providence (individual lines):  
4.2  5.4  5.8  6.2  6.7  7.7  7.7  8.5  9.3  10.0

25. **Body Temperatures**  
Use the body temperatures for 12:00 AM on day 2 from Data Set 2 in Appendix B.

26. **Machine Screws**  
Use the listed lengths of the machine screws from Data Set 19 in Appendix B.

27. **Home Voltage**  
Refer to Data Set 13 in Appendix B. Compare the variation from the three different sets of measured voltage levels.

28. **Movies**  
Refer to Data Set 9 in Appendix B and consider the gross amounts from two different categories of movies: those with R ratings, and those with ratings of PG or PG-13. Use the coefficients of variation to determine whether the two categories appear to have the same amount of variation.

Finding Standard Deviation from a Frequency Distribution.  
In Exercises 29 and 30, find the standard deviation of sample data summarized in a frequency distribution table by using the formula below, where \( x \) represents the class midpoint, \( f \) represents the class frequency, and \( n \) represents the total number of sample values. Also, compare the computed standard deviations to these standard deviations obtained by using Formula 3-4 with the original list of data values: (Exercise 29) 3.2 mg; (Exercise 30) 12.5 beats per minute.

\[
s = \sqrt{\frac{n[(\sum f \cdot x^2)] - [\sum (f \cdot x)]^2}{n(n - 1)}}
\]

standard deviation for frequency distribution

<table>
<thead>
<tr>
<th>Tar (mg) in Nonfiltered Cigarettes</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
<td>1</td>
</tr>
<tr>
<td>14–17</td>
<td>0</td>
</tr>
<tr>
<td>18–21</td>
<td>15</td>
</tr>
<tr>
<td>22–25</td>
<td>7</td>
</tr>
<tr>
<td>26–29</td>
<td>2</td>
</tr>
</tbody>
</table>
30. **Pulse Rates of Females**

<table>
<thead>
<tr>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>60–69</td>
</tr>
<tr>
<td>70–79</td>
</tr>
<tr>
<td>80–89</td>
</tr>
<tr>
<td>90–99</td>
</tr>
<tr>
<td>100–109</td>
</tr>
<tr>
<td>110–119</td>
</tr>
<tr>
<td>120–129</td>
</tr>
</tbody>
</table>

31. **Range Rule of Thumb** As of this writing, all of the ages of winners of the Miss America Pageant are between 18 years and 24 years. Estimate the standard deviation of those ages.

32. **Range Rule of Thumb** Use the range rule of thumb to estimate the standard deviation of ages of all instructors at your college.

33. **Empirical Rule** Heights of women have a bell-shaped distribution with a mean of 161 cm and a standard deviation of 7 cm. Using the empirical rule, what is the approximate percentage of women between
   a. 154 cm and 168 cm?
   b. 147 cm and 175 cm?

34. **Empirical Rule** The author’s Generac generator produces voltage amounts with a mean of 125.0 volts and a standard deviation of 0.3 volt, and the voltages have a bell-shaped distribution. Using the empirical rule, what is the approximate percentage of voltage amounts between
   a. 124.4 volts and 125.6 volts?
   b. 124.1 volts and 125.9 volts?

35. **Chebyshev’s Theorem** Heights of women have a bell-shaped distribution with a mean of 161 cm and a standard deviation of 7 cm. Using Chebyshev’s theorem, what do we know about the percentage of women with heights that are within 2 standard deviations of the mean? What are the minimum and maximum heights that are within 2 standard deviations of the mean?

36. **Chebyshev’s Theorem** The author’s Generac generator produces voltage amounts with a mean of 125.0 volts and a standard deviation of 0.3 volt. Using Chebyshev’s theorem, what do we know about the percentage of voltage amounts that are within 3 standard deviations of the mean? What are the minimum and maximum voltage amounts that are within 3 standard deviations of the mean?

### Beyond the Basics

37. **Why Divide by n − 1?** Let a **population** consist of the values 1, 3, 14. (These are the same values used in Example 1, and they are the numbers of military/intelligence satellites owned by India, Japan, and Russia.) Assume that samples of 2 values are randomly selected with replacement from this population. (That is, a selected value is replaced before the second selection is made.)

   a. Find the variance $\sigma^2$ of the population [1, 3, 14].
   b. After listing the 9 different possible samples of 2 values selected with replacement, find the sample variance $s^2$ (which includes division by $n - 1$) for each of them, then find the mean of the sample variances $s^2$.
   c. For each of the 9 different possible samples of 2 values selected with replacement, find the variance by treating each sample as if it is a population (using the formula for population variance, which includes division by $n$), then find the mean of those population variances.
d. Which approach results in values that are better estimates of \( \sigma^2 \): part (b) or part (c)? Why?

When computing variances of samples, should you use division by \( n \) or \( n - 1 \)?

e. The preceding parts show that \( s^2 \) is an unbiased estimator of \( \sigma^2 \). Is \( s \) an unbiased estimator of \( \sigma \)?

38. Mean Absolute Deviation Let a population consist of the values of 1, 3, and 14. (These are the same values used in Example 1, and they are the numbers of military/intelligence satellites owned by India, Japan, and Russia.) Show that when samples of size 2 are randomly selected with replacement, the samples have mean absolute deviations that do not center about the value of the mean absolute deviation of the population.

3-4 Measures of Relative Standing and Boxplots

Key Concept In this section we introduce measures of relative standing, which are numbers showing the location of data values relative to the other values within a data set. The most important concept in this section is the \( z \) score, which will be used often in following chapters. We also discuss percentiles and quartiles, which are common statistics, as well as a new statistical graph called a boxplot.

Part 1: Basics of \( z \) Scores, Percentiles, Quartiles, and Boxplots

\( z \) Scores

A \( z \) score (or standardized value) is found by converting a value to a standardized scale, as given in the following definition. This definition shows that a \( z \) score is the number of standard deviations that a data value is from the mean. We will use \( z \) scores extensively in Chapter 6 and later chapters.

**Definition**

A \( z \) score (or standardized value) is the number of standard deviations that a given value \( x \) is above or below the mean. The \( z \) score is calculated by using one of the following:

- Sample
  \[
  z = \frac{x - \bar{x}}{s}
  \]
- Population
  \[
  z = \frac{x - \mu}{\sigma}
  \]

**Round-Off Rule for \( z \) Scores**

Round \( z \) scores to two decimal places (such as 2.46).

The round-off rule for \( z \) scores is due to the fact that the standard table of \( z \) scores (Table A-2 in Appendix A) has \( z \) scores with two decimal places. Example 1 illustrates how \( z \) scores can be used to compare values, even if they come from different populations.

**Example 1** Comparing a Height and a Weight Example 8 in Section 3-3 used the coefficient of variation to compare the variation among heights of men to the variation among weights of men. We now consider a comparison of two individual data values as we try to determine which is more extreme: the 76.2 in.
height of a man or the 237.1 lb weight of a man. We obviously cannot compare
those two values directly (apples and oranges). Compare those two data values by
finding their corresponding \( z \) scores. Use these sample results obtained from Data
Set 1 in Appendix B: for men, the heights have mean \( \bar{x} = 68.34 \) in. and standard
deviation \( s = 3.02 \) in.; the weights have \( \bar{x} = 172.55 \) lb and \( s = 26.33 \) lb.

**SOLUTION**

Heights and weights are measured on different scales with different
units of measurement, but we can standardize the data values by converting
them to \( z \) scores:

- height of 76.2 in.: \( z = \frac{x - \bar{x}}{s} = \frac{76.2 \text{ in.} - 68.34 \text{ in.}}{3.02 \text{ in.}} = 2.60 \)
- weight of 237.1 lb: \( z = \frac{x - \bar{x}}{s} = \frac{237.1 \text{ lb} - 172.55 \text{ lb}}{26.33 \text{ lb}} = 2.45 \)

**INTERPRETATION**

The results show that the height of 76.2 in. is 2.60 standard
deviations above the mean height, and the weight of 237.1 lb is 2.45 standard devia-
tions above the mean weight. Because the height is more standard deviations above
the mean, it is the more extreme value. The height of 76.2 in. is more extreme than
the weight of 237.1 lb.

**z Scores, Unusual Values, and Outliers**

In Section 3-3 we used the range rule of thumb to conclude that a value is “unusual”
if it is more than 2 standard deviations away from the mean. It follows that unusual
values have \( z \) scores less than \(-2\) or greater than \(+2\). (See Figure 3-4.) Using this
criterion, we see that the height of 76.2 in. and the weight of 237.1 lb given in Example
1 are unusual because they have \( z \) scores greater than \( 2 \).

**Ordinary values:** \(-2 \leq z \text{ score} \leq 2\)

**Unusual values:** \( z \text{ score} < -2 \) or \( z \text{ score} > 2 \)

The preceding objective criteria can be used to identify unusual values. In Section 2-1
we described outliers as values that are very far away from the vast majority of
the other data values, but that description does not provide specific objective criteria for
identifying outliers. In this section we provide objective criteria for identifying out-
liers in the context of boxplots; however, we will continue to consider outliers to be
values far away from the vast majority of the other data values. It is important to look
for and identify outliers because they can have a substantial effect on statistics (such
as the mean and standard deviation), as well as on some of the methods we will con-
sider later.

**Figure 3-4**

Interpreting \( z \) Scores

Unusual values are those with \( z \) scores less than \(-2.00\) or
greater than \(2.00\).

**Cost of Laughing Index**

There really is a Cost of Laughing Index (CLI), which
tracks costs of such items as rubber chickens,
Groucho Marx glasses, admissions to comedy
clubs, and 13 other leading humor indica-
tors. This is the same basic approach used in develop-
ing the Consumer Price Index (CPI), which is based
on a weighted average of goods and services pur-
 chased by typical con-
sumers. While standard
scores and percentiles allow
us to compare different
values, they ignore any ele-
ment of time. Index num-
bers, such as the CLI and
CPI, allow us to compare
the value of some variable
to its value at some base
time period. The value of an
index number is the current
value, divided by the base
value, multiplied by 100.
While considering heights (as in Example 1), note that the height of 61.3 in. converts to \( z = -0.68 \), as shown below. (We again use \( \bar{x} = 68.34 \text{ in.} \) and \( s = 3.02 \text{ in.} \))

\[
 z = \frac{x - \bar{x}}{s} = \frac{61.3 \text{ in.} - 68.34 \text{ in.}}{3.02 \text{ in.}} = -2.33
\]

This height of 61.3 in. illustrates the following principle:

**Whenever a data value is less than the mean, its corresponding \( z \) score is negative.**

\( z \) scores are measures of position, in that they describe the location of a value (in terms of standard deviations) relative to the mean. A \( z \) score of 2 indicates that a data value is two standard deviations above the mean, and a \( z \) score of \(-3\) indicates that a value is three standard deviations below the mean. Quartiles and percentiles are also measures of position; defined differently than \( z \) scores, they are useful for comparing values within the same data set or between different sets of data.

**Percentiles**

Percentiles are one type of *quantiles*—or *fractiles*—which partition data into groups with roughly the same number of values in each group.

---

**Definition**

*Percentiles* are measures of location, denoted \( P_1, P_2, \ldots, P_{99} \), which divide a set of data into 100 groups with about 1% of the values in each group.

---

For example, the 50th percentile, denoted \( P_{50} \), has about 50% of the data values below it and about 50% of the data values above it. So the 50th percentile is the same as the median. There is not universal agreement on a single procedure for calculating percentiles, but we will describe two relatively simple procedures for (1) finding the percentile of a data value, and (2) converting a percentile to its corresponding data value. We begin with the first procedure.

**Finding the Percentile of a Data Value** The process of finding the percentile that corresponds to a particular data value \( x \) is given by the following:

\[
\text{percentile of value } x = \frac{\text{number of values less than } x}{\text{total number of values}} \cdot 100
\]

(round the result to the nearest whole number)

---

**Example 2** Finding a Percentile: Movie Budgets Table 3-4 lists the 35 sorted budget amounts (in millions of dollars) from the simple random sample of movies listed in Data Set 9 in Appendix B. Find the percentile for the value of $29 million.

<table>
<thead>
<tr>
<th>Sorted Movie Budget Amounts (in millions of dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>70</td>
</tr>
<tr>
<td>132</td>
</tr>
</tbody>
</table>
Converting a Percentile to a Data Value

Refer to the sorted movie budget amounts in Table 3-4 and use the procedure in Figure 3-5 to find the value of the 90th percentile, $P_{90}$.

From the sorted list of budget amounts in Table 3-4, we see that there are 6 budget amounts less than 29, so

\[
\text{percentile of 29} = \frac{6}{35} \cdot 100 = 17 \text{ (rounded to the nearest whole number)}
\]

**INTERPRETATION**

The budget amount of $29 million is the 17th percentile. This can be interpreted loosely as: The budget amount of $29 million separates the lowest 17% of the budget amounts from the highest 83%.

Example 2 shows how to convert from a given sample value to the corresponding percentile. There are several different methods for the reverse procedure of converting a given percentile to the corresponding value in the data set. The procedure we will use is summarized in Figure 3-5 on the next page, which uses the following notation.

**Notation**

- $n$: total number of values in the data set
- $k$: percentile being used (Example: For the 25th percentile, $k = 25$.)
- $L$: locator that gives the position of a value (Example: For the 12th value in the sorted list, $L = 12$.)
- $P_k$: $k$th percentile (Example: $P_{25}$ is the 25th percentile.)

**SC Example 3**

**Converting a Percentile to a Data Value**

Refer to the sorted movie budget amounts in Table 3-4 and use the procedure in Figure 3-5 to find the value of the 90th percentile, $P_{90}$.

From Figure 3-5, we see that the sample data are already sorted, so we can proceed to find the value of the locator $L$. In this computation we use $k = 90$ because we are trying to find the value of the 90th percentile. We use $n = 35$ because there are 35 data values.

\[
L = \frac{k}{100} \cdot n = \frac{90}{100} \cdot 35 = 31.5
\]

Since $L = 31.5$ is not a whole number, we proceed to the next lower box where we change $L$ by rounding it up from 31.5 to 32. (In this book we typically round off the usual way, but this is one of two cases where we round up instead of rounding off.) From the last box we see that the value of $P_{90}$ is the 32nd value, counting from the lowest. In Table 3-4, the 32nd value is 150. That is, $P_{90} = $150 million. So, about 90% of the movies have budgets below $150 million and about 10% of the movies have budgets above $150 million.

**Example 4**

**Converting a Percentile to a Data Value**

Refer to the sorted movie budget amounts listed in Table 3-4. Use Figure 3-5 to find the 60th percentile, denoted by $P_{60}$.

**SC Example 4**

**Converting a Percentile to a Data Value**

Refer to the sorted movie budget amounts listed in Table 3-4. Use Figure 3-5 to find the 60th percentile, denoted by $P_{60}$.

**continued**
Chapter 3
Statistics for Describing, Exploring, and Comparing Data

Figure 3-5
Converting from the $k$th Percentile to the Corresponding Data Value

Sort the data. (Arrange the data in order of lowest to highest.)

Compute

$$L = \left( \frac{k}{100} \right)n$$

where

$n = \text{number of values}$

$k = \text{percentile in question}$

Is $L$ a whole number?

Yes

The value of the $k$th percentile is midway between the $L$th value and the next value in the sorted set of data. Find $P_k$ by adding the $L$th value and the next value and dividing the total by 2.

No

Change $L$ by rounding it up to the next larger whole number.

The value of $P_k$ is the $L$th value, counting from the lowest.

---

**Solution**

Referring to Figure 3-5, we see that the sample data are already sorted, so we can proceed to compute the value of the locator $L$. In this computation, we use $k = 60$ because we are attempting to find the value of the 60th percentile, and we use $n = 35$ because there are 35 data values.

$$L = \frac{k}{100} \cdot n = \frac{60}{100} \cdot 35 = 21$$

Since $L = 21$ is a whole number, we proceed to the box located at the right. We now see that the value of the 60th percentile is midway between the $L$th (21st) value and the next value in the original set of data. That is, the value of the 60th percentile...
is midway between the 21st value and the 22nd value. The 21st value is $70 million and the 22nd value is $72 million, so the value midway between them is $71 million. We conclude that the 60th percentile is $P_{60} = $71 million.

**Example 5**  
**Setting Speed Limits**  
Listed below are recorded speeds (in mi/h) of randomly selected cars traveling on a section of Highway 405 in Los Angeles (based on data from Sigalert). That section has a posted speed limit of 65 mi/h. Traffic engineers often establish speed limits by using the “85th percentile rule,” whereby the speed limit is set so that 85% of drivers are at or below the speed limit.

**a.** Find the 85th percentile of the listed speeds.

**b.** Given that speed limits are usually rounded to a multiple of 5, what speed limit is suggested by these data? Explain your choice.

**c.** Does the existing speed limit on Highway 405 conform to the 85th percentile rule?

<table>
<thead>
<tr>
<th>Speed (mi/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>68</td>
</tr>
<tr>
<td>68</td>
</tr>
<tr>
<td>72</td>
</tr>
<tr>
<td>73</td>
</tr>
<tr>
<td>65</td>
</tr>
<tr>
<td>74</td>
</tr>
<tr>
<td>73</td>
</tr>
<tr>
<td>72</td>
</tr>
<tr>
<td>68</td>
</tr>
<tr>
<td>65</td>
</tr>
<tr>
<td>73</td>
</tr>
<tr>
<td>76</td>
</tr>
<tr>
<td>66</td>
</tr>
<tr>
<td>71</td>
</tr>
<tr>
<td>68</td>
</tr>
<tr>
<td>74</td>
</tr>
<tr>
<td>66</td>
</tr>
<tr>
<td>71</td>
</tr>
<tr>
<td>65</td>
</tr>
<tr>
<td>73</td>
</tr>
<tr>
<td>59</td>
</tr>
<tr>
<td>75</td>
</tr>
<tr>
<td>70</td>
</tr>
<tr>
<td>56</td>
</tr>
<tr>
<td>66</td>
</tr>
<tr>
<td>75</td>
</tr>
<tr>
<td>68</td>
</tr>
<tr>
<td>75</td>
</tr>
<tr>
<td>62</td>
</tr>
<tr>
<td>72</td>
</tr>
<tr>
<td>60</td>
</tr>
<tr>
<td>73</td>
</tr>
<tr>
<td>61</td>
</tr>
<tr>
<td>75</td>
</tr>
<tr>
<td>58</td>
</tr>
<tr>
<td>74</td>
</tr>
<tr>
<td>60</td>
</tr>
<tr>
<td>73</td>
</tr>
<tr>
<td>58</td>
</tr>
<tr>
<td>75</td>
</tr>
</tbody>
</table>

**SOLUTION**

**a.** First we sort the data. Because there are 40 sample values and we want to find the 85th percentile, we use $n = 40$ and $k = 60$. We can now find the location $L$ of the 85th percentile in the *sorted* list:

$$L = \frac{k}{100} \cdot n = \frac{85}{100} \cdot 40 = 34$$

Because $L = 34$ is a whole number, Figure 3-5 indicates that the 85th percentile is located between the 34th and 35th speed in the sorted list. After sorting the listed speeds, the 34th and 35th speeds are both found to be 74 mi/h, so the 85th percentile is 74 mi/h.

**b.** A speed of 75 mi/h is the multiple of 5 closest to the 85th percentile, but it is probably safer to round down, so that a speed of 70 mi/h is the closest multiple of 5 below the 85th percentile.

**c.** The existing speed limit of 65 mi/h is below the speed limit determined by the 85th percentile rule, so the existing speed limit does not conform to the 85th percentile rule. (Most California highways have a maximum speed limit of 65 mi/h.)

**Quartiles**

Just as there are 99 percentiles that divide the data into 100 groups, there are three quartiles that divide the data into four groups.

**Definition**

**Quartiles** are measures of location, denoted $Q_1$, $Q_2$, and $Q_3$, which divide a set of data into four groups with about 25% of the values in each group.
Here are descriptions of quartiles that are more accurate than those given in the preceding definition:

- **Q₁ (First quartile):** Separates the bottom 25% of the sorted values from the top 75%. (To be more precise, at least 25% of the sorted values are less than or equal to Q₁, and at least 75% of the values are greater than or equal to Q₁.)

- **Q₂ (Second quartile):** Same as the median; separates the bottom 50% of the sorted values from the top 50%.

- **Q₃ (Third quartile):** Separates the bottom 75% of the sorted values from the top 25%. (To be more precise, at least 75% of the sorted values are less than or equal to and at least 25% of the values are greater than or equal to Q₃.)

Finding values of quartiles can be accomplished with the same procedure used for finding percentiles. Simply use the relationships shown in the margin.

\[
\begin{align*}
Q₁ &= P_{25} \\
Q₂ &= P_{50} \\
Q₃ &= P_{75}
\end{align*}
\]

**Finding a Quartile** Refer to the sorted movie budget amounts listed in Table 3-4. Find the value of the first quartile \(Q₁\).

**SOLUTION** Finding \(Q₁\) is really the same as finding \(P_{25}\). We proceed to find \(P_{25}\) by using the procedure summarized in Figure 3-5. The data are already sorted, and we find the locator \(L\) as follows:

\[
L = \frac{k}{100} \cdot n = \frac{25}{100} \cdot 35 = 8.75
\]

Next, we note that \(L = 8.75\) is not a whole number, so we change it by rounding it up to the next larger whole number, getting \(L = 9\). The value of \(P_{25}\) is the 9th value in the sorted list, so \(P_{25} = \$35\) million. The first quartile is given by \(Q₁ = \$35\) million.

Just as there is not universal agreement on a procedure for finding percentiles, there is not universal agreement on a single procedure for calculating quartiles, and different computer programs often yield different results. If you use a calculator or computer software for exercises involving quartiles, you may get results that differ slightly from the answers obtained by using the procedures described here.

In earlier sections of this chapter we described several statistics, including the mean, median, mode, range, and standard deviation. Some other statistics are defined using quartiles and percentiles, as in the following:

\[
\begin{align*}
\text{interquartile range (or IQR)} &= Q₃ - Q₁ \\
\text{semi-interquartile range} &= \frac{Q₃ - Q₁}{2} \\
\text{midquartile} &= \frac{Q₃ + Q₁}{2} \\
\text{10–90 percentile range} &= P_{90} - P_{10}
\end{align*}
\]
5-Number Summary and Boxplot

The values of the three quartiles are used for the 5-number summary and the construction of boxplot graphs.

**Definition**

For a set of data, the 5-number summary consists of the minimum value, the first quartile Q₁, the median (or second quartile Q₂), the third quartile Q₃, and the maximum value.

A boxplot (or box-and-whisker diagram) is a graph of a data set that consists of a line extending from the minimum value to the maximum value, and a box with lines drawn at the first quartile Q₁, the median, and the third quartile Q₃. (See Figure 3-6 on page 122.)

**Example 7** Finding a 5-Number Summary

Use the movie budget amounts listed in Table 3-4 to find the 5-number summary.

**Solution**

Because the budget amounts in Table 3-4 are sorted, it is easy to see that the minimum is $4.5 million and the maximum is $225 million. The value of the first quartile is $35 million, as was found in Example 6. Using the procedure from Example 6, we can find that $68 million and $113 million. The 5-number summary is 4.5, 35, 68, 113, 225, all in millions of dollars.

The 5-number summary is used to construct a boxplot, as in the following procedure.

**Procedure for Constructing a Boxplot**

1. Find the 5-number summary consisting of the minimum value, Q₁, the median, Q₃, and the maximum value.
2. Construct a scale with values that include the minimum and maximum data values.
3. Construct a box (rectangle) extending from Q₁ to Q₃, and draw a line in the box at the median value.
4. Draw lines extending outward from the box to the minimum and maximum data values.

**Example 8** Constructing a Boxplot

Use the movie budget amounts listed in Table 3-4 to construct a boxplot.

**Solution**

The boxplot uses the 5-number summary found in Example 7: 4.5, 35, 68, 113, 225, all in millions of dollars. Figure 3-6 is the boxplot representing the movie budget amounts listed in Table 3-4.
Boxplots give us information about the distribution and spread of the data. Shown below is a boxplot from a data set with a normal (bell-shaped) distribution and a boxplot from a data set with a distribution that is skewed to the right (based on data from USA Today).

Boxplots don’t show as much detailed information as histograms or stemplots, so they might not be the best choice when dealing with a single data set. However, boxplots are often great for comparing two or more data sets. When using two or more boxplots for comparing different data sets, graph the boxplots on the same scale so that comparisons can be easily made.

**Example 9** Do Women Really Talk More Than Men? The Chapter Problem refers to a study in which daily word counts were obtained for a sample of men and a sample of women. The frequency polygons in Figure 3-1 show that the word counts of men and women are not very different. Use Figure 3-1 along with boxplots and sample statistics to address the issue of whether women really do talk more than men.

**Solution** The STATDISK-generated boxplots shown below suggest that the numbers of words spoken by men and women are not very different. (Figure 3-1 also suggested that they are not very different.) The summary statistics in Table 3-3 (reproduced here) also suggest that the numbers of words spoken by men and women are not very different. Based on Figure 3-1, the boxplots shown here, and Table 3-3, it appears that women do not talk more than men. The common belief that women talk more appears to be an unsubstantiated myth.

Methods discussed later in this book allow us to analyze this issue more formally. We can conduct a hypothesis test, which is a formal procedure for addressing claims, such as the claim that women talk more than men. (See Example 4 in Section 9-3, in which a hypothesis test is used to establish that there is not sufficient evidence to justify a statement that men and women have different mean numbers of words spoken in a day.)
Comparing Pulse Rates of Men and Women

Using the pulse rates of the 40 females and the 40 males listed in Data Set 1 in Appendix B, use the same scale to construct boxplots for each of the two data sets. What do the boxplots reveal about the data?

Shown below are STATDISK-generated boxplots displayed on the same scale. The top boxplot represents the pulse rates of the females, and the bottom boxplot represents the pulse rates of the males. We can see that the pulse rates of females are generally somewhat greater than those of males. When comparing such data sets, we can now include boxplots among the different tools that allow us to make those comparisons.

Outliers

When analyzing data, it is important to identify and consider outliers because they can strongly affect values of some important statistics (such as the mean and standard deviation), and they can also strongly affect important methods discussed later in this book. In Section 2-1 we described outliers as sample values that lie very far away from the vast majority of the other values in a set of data, but that description is vague and it does not provide specific objective criteria.

CAUTION

When analyzing data, always identify outliers and consider their effects, which can be substantial.
Part 2: Outliers and Modified Boxplots

Outliers

We noted that the description of outliers is somewhat vague, but for the purposes of constructing modified boxplots, we can consider outliers to be data values meeting specific criteria based on quartiles and the interquartile range. (Recall that the interquartile range is often denoted by IQR, and IQR = Q₃ - Q₁.)

In modified boxplots, a data value is an outlier if it is...

- above Q₃ by an amount greater than 1.5 × IQR
- or below Q₁ by an amount greater than 1.5 × IQR

Modified Boxplots

The boxplots described earlier are called skeletal (or regular) boxplots, but some statistical software packages provide modified boxplots, which represent outliers as special points. A modified boxplot is a boxplot constructed with these modifications: (1) A special symbol (such as an asterisk or point) is used to identify outliers as defined above, and (2) the solid horizontal line extends only as far as the minimum data value that is not an outlier and the maximum data value that is not an outlier.

(Note: Exercises involving modified boxplots are found in the “Beyond the Basics” exercises only.)

Example 11: Modified Boxplot

Use the pulse rates of females listed in Data Set 1 in Appendix B to construct a modified boxplot.

Solution

From the boxplot in Example 10 we see that Q₁ = 68 and Q₃ = 80. The interquartile range is found as follows: IQR = Q₃ - Q₁ = 80 - 68 = 12.

Using the criteria for identifying outliers, we look for pulse rates above the third quartile of 80 by an amount that is greater than 1.5 × IQR = 1.5 × 12 = 18, so high outliers are greater than 98. The pulse rates of 104 and 124 satisfy this condition, so those two values are outliers.

Using the criteria for identifying outliers, we also look for pulse rates below the first quartile of 68 by an amount greater than 18 (the value of 1.5 × IQR). Low outliers are below 68 by more than 18, so they are less than 50. From the data set we see that there are no pulse rates of females below 50.

The only outliers of 104 and 124 are clearly identified as the two special points in the Minitab-generated modified boxplot.
Putting It All Together

We have discussed several basic tools commonly used in statistics. When designing an experiment, analyzing data, reading an article in a professional journal, or doing anything else with data, it is important to consider certain key factors, such as:

- Context of the data
- Source of the data
- Sampling method
- Measures of center
- Measures of variation
- Distribution
- Outliers
- Changing patterns over time
- Conclusions
- Practical implications

This is an excellent checklist, but it should not replace thinking about any other relevant factors. It is very possible that some application of statistics requires factors not included in the above list, and it is also possible that some of the factors in the list are not relevant for certain applications.

When comparing the pulse rates of females and males from Data Set 1 in Appendix B, for example, we should understand what the pulse rates represent (pulse rates in beats per minute), the source (the National Center for Health Statistics), the sampling method (simple random sample of health exam subjects), the measures of center (such as $\bar{x} = 69.4$ for males and $\bar{x} = 76.3$ for females), the measures of variation (such as $s = 11.3$ for males and $s = 12.5$ for females), the distribution (histograms that are not substantially different from being bell-shaped), outliers (such as pulse rates of 104 and 124 for females), changing patterns over time (not an issue with the data being considered), conclusions (male pulse rates appear to be lower than female pulse rates), and practical implications (determination of an unusual pulse rate should take the sex of the subject into account).

Boxplots

**STATDISK** Enter the data in the Data Window, then click on Data, then Boxplot. Click on the columns that you want to include, then click on Plot.

**MINITAB** Enter the data in columns, select Graph, then select Boxplot. Select the “Simple” option for one boxplot or the “Simple” option for multiple boxplots. Enter the column names in the Variables box, then click OK. Minitab provides modified boxplots as described in Part 2 of this section.

**EXCEL** First enter the data in column A. If using Excel 2010 or Excel 2007, click on Add-Ins, then click on DDXL; if using Excel 2003, click on DDXL. Select Charts and Plots. Under Function Type, select the option of Boxplot. In the dialog box, click on the pencil icon and enter the range of data, such as A1:A25 if you have 25 values listed in column A. Click on OK. The result is a modified boxplot as described in Part 2 of this section. The values of the 5-number summary are also displayed.

**TI-83/84 PLUS** Enter the sample data in list L1 or enter the data and assign them to a list name. Now select STAT PLOT by pressing 2ND Y= . Press ENTER, then select the option of ON. For a simple boxplot as described in Part 1 of this section, select the boxplot type that is positioned in the middle of the second row; for a modified boxplot as described in Part 2 of this section, select the boxplot that is positioned at the far left of the second row. The Xlist should indicate L1 and the Freq value should be 1. Now press ZOOM and select option 9 for ZoomStat. Press ENTER and the boxplot should be displayed. You can use the arrow keys to move right or left so that values can be read from the horizontal scale.

*continued*
5-Number Summary

STATDISK, Minitab, and the TI-83/84 Plus calculator provide the values of the 5-number summary. Use same procedure given at the end of Section 3-2. Excel provides the minimum, maximum, and median, and the quartiles can be obtained by clicking on `fx`, selecting the function category of Statistical, and selecting QUARTILE. (In Excel 2010, select QUARTILE.INC, which is the same as QUARTILE in Excel 2003 and Excel 2007, or select the new function QUARTILE.EXC, which is supposed to be “consistent with industry best practices.”)

Outliers

To identify outliers, sort the data in order from the minimum to the maximum, then examine the minimum and maximum values to determine whether they are far away from the other data values. Here are instructions for sorting data:

- **STATDISK** Click on the Data Tools button in the Sample Editor window, then select Sort Data.

### 3-4 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **z Scores** When Reese Witherspoon won an Oscar as Best Actress for the movie *Walk the Line*, her age was converted to a z score of $-0.61$ when included among the ages of all other Oscar-winning Best Actresses at the time of this writing. Was her age above the mean or below the mean? How many standard deviations away from the mean is her age?

2. **z Scores** A set of data consists of the heights of presidents of the United States, measured in centimeters. If the height of President Kennedy is converted to a z score, what unit is used for the z score? Centimeters?

3. **Boxplots** Shown below is a STATDISK-generated boxplot of the durations (in hours) of flights of NASA’s Space Shuttle. What do the values of 0, 166, 215, 269, and 423 tell us?

4. **Boxplot Comparisons** Refer to the two STATDISK-generated boxplots shown below that are drawn on the same scale. One boxplot represents weights of randomly selected men and the other represents weights of randomly selected women. Which boxplot represents women? How do you know? Which boxplot depicts weights with more variation?
z Scores In Exercises 5–14, express all z scores with two decimal places.

5. **z Score for Helen Mirren’s Age** As of this writing, the most recent Oscar-winning Best Actress was Helen Mirren, who was 61 at the time of the award. The Oscar-winning Best Actresses have a mean age of 35.8 years and a standard deviation of 11.3 years.
   a. What is the difference between Helen Mirren’s age and the mean age?
   b. How many standard deviations is that (the difference found in part (a))? 
   c. Convert Helen Mirren’s age to a z score.
   d. If we consider “usual” ages to be those that convert to z scores between −2 and 2, is Helen Mirren’s age usual or unusual?

6. **z Score for Philip Seymour Hoffman’s Age** Philip Seymour Hoffman was 38 years of age when he won a Best Actor Oscar for his role in *Capote*. The Oscar-winning Best Actors have a mean age of 43.8 years and a standard deviation of 8.9 years.
   a. What is the difference between Hoffman’s age and the mean age?
   b. How many standard deviations is that (the difference found in part (a))? 
   c. Convert Hoffman’s age to a z score.
   d. If we consider “usual” ages to be those that convert to z scores between −2 and 2, is Hoffman’s age usual or unusual?

7. **z Score for Old Faithful** Eruptions of the Old Faithful geyser have duration times with a mean of 245.0 sec and a standard deviation of 36.4 sec (based on Data Set 15 in Appendix B). One eruption had a duration time of 110 sec.
   a. What is the difference between a duration time of 110 sec and the mean?
   b. How many standard deviations is that (the difference found in part (a))? 
   c. Convert the duration time of 110 sec to a z score.
   d. If we consider “usual” duration times to be those that convert to z scores between −2 and 2, is a duration time of 110 sec usual or unusual?

8. **z Score for World’s Tallest Man** Bao Xishun is the world’s tallest man with a height of 92.95 in. (or 7 ft, 8.95 in.). Men have heights with a mean of 69.6 in. and a standard deviation of 2.8 in.
   a. What is the difference between Bao’s height and the mean height of men?
   b. How many standard deviations is that (the difference found in part (a))? 
   c. Convert Bao’s height to a z score.
   d. Does Bao’s height meet the criterion of being unusual by corresponding to a z score that does not fall between −2 and 2?

9. **z Scores for Body Temperatures** Human body temperatures have a mean of 98.20°F and a standard deviation of 0.62°F (based on Data Set 2 in Appendix B). Convert each given temperature to a z score and determine whether it is usual or unusual.
   a. 101.00°F  
   b. 96.90°F  
   c. 96.98°F

10. **z Scores for Heights of Women Soldiers** The U.S. Army requires women’s heights to be between 58 in. and 80 in. Women have heights with a mean of 63.6 in. and a standard deviation of 2.5 in. Find the z score corresponding to the minimum height requirement and find the z score corresponding to the maximum height requirement. Determine whether the minimum and maximum heights are unusual.

11. **z Score for Length of Pregnancy** A woman wrote to *Dear Abby* and claimed that she gave birth 308 days after a visit from her husband, who was in the Navy. Lengths of pregnancies have a mean of 268 days and a standard deviation of 15 days. Find the z score for 308 days. Is such a length unusual? What do you conclude?

12. **z Score for Blood Count** White blood cell counts (in cells per microliter) have a mean of 7.14 and a standard deviation of 2.51 (based on data from the National Center for
Health Statistics. Find the \( z \) score corresponding to a person who had a measured white blood cell count of 16.60. Is this level unusually high?

13. Comparing Test Scores
Scores on the SAT test have a mean of 1518 and a standard deviation of 325. Scores on the ACT test have a mean of 21.1 and a standard deviation of 4.8. Which is relatively better: a score of 1840 on the SAT test or a score of 26.0 on the ACT test? Why?

14. Comparing Test Scores
Scores on the SAT test have a mean of 1518 and a standard deviation of 325. Scores on the ACT test have a mean of 21.1 and a standard deviation of 4.8. Which is relatively better: a score of 1190 on the SAT test or a score of 16.0 on the ACT test? Why?

Percentiles. In Exercises 15–18, use the given sorted values, which are the numbers of points scored in the Super Bowl for a recent period of 24 years. Find the percentile corresponding to the given number of points.

15. 47
16. 65
17. 54
18. 41

In Exercises 19–26, use the same list of 24 sorted values given for Exercises 15–18. Find the indicated percentile or quartile.

19. \( P_{20} \)
20. \( Q_1 \)
21. \( Q_3 \)
22. \( P_{80} \)

23. \( P_{50} \)
24. \( P_{75} \)
25. \( P_{25} \)
26. \( P_{95} \)

27. Boxplot for Super Bowl Points
Using the same 24 sorted values given for Exercises 15–18, construct a boxplot and include the values of the 5-number summary.

28. Boxplot for Number of English Words
A simple random sample of pages from Merriam-Webster’s Collegiate Dictionary, 11th edition, was obtained. Listed below are the numbers of defined words on those pages, and they are arranged in order. Construct a boxplot and include the values of the 5-number summary.

29. Boxplot for FICO Scores
A simple random sample of FICO credit rating scores was obtained, and the sorted scores are listed below. Construct a boxplot and include the values of the 5-number summary.

30. Boxplot for Radiation in Baby Teeth
Listed below are sorted amounts of strontium-90 (in millibecquerels or mBq) in a simple random sample of baby teeth obtained from Pennsylvania residents born after 1979 (based on data from “An Unexpected Rise in Strontium-90 in U.S. Deciduous Teeth in the 1990s,” by Mangano, et al., Science of the Total Environment). Construct a boxplot and include the values of the 5-number summary.

Boxplots from Larger Data Sets in Appendix B. In Exercises 31–34, use the given data sets from Appendix B.

31. Weights of Regular Coke and Diet Coke
Use the same scale to construct boxplots for the weights of regular Coke and diet Coke from Data Set 17 in Appendix B. Use the boxplots to compare the two data sets.

32. Boxplots for Weights of Regular Coke and Regular Pepsi
Use the same scale to construct boxplots for the weights of regular Coke and regular Pepsi from Data Set 17 in Appendix B. Use the boxplots to compare the two data sets.

33. Boxplots for Weights of Quarters
Use the same scale to construct boxplots for the weights of the pre-1964 silver quarters and the post-1964 quarters from Data Set 20 in Appendix B. Use the boxplots to compare the two data sets.
34. **Boxplots for Voltage Amounts** Use the same scale to construct boxplots for the home voltage amounts and the generator voltage amounts from Data Set 13 in Appendix B. Use the boxplots to compare the two data sets.

35. **Outliers and Modified Boxplot** Use the 40 upper leg lengths (cm) listed for females from Data Set 1 in Appendix B. Construct a modified boxplot. Identify any outliers as defined in Part 2 of this section.

36. **Outliers and Modified Boxplot** Use the gross amounts from movies from Data Set 9 in Appendix B. Construct a modified boxplot. Identify any outliers as defined in Part 2 of this section.

37. **Interpolation** When finding percentiles using Figure 3-5, if the locator \( L \) is not a whole number, we round it up to the next larger whole number. An alternative to this procedure is to **interpolate**. For example, using interpolation with a locator of \( L = 23.75 \) leads to a value that is 0.75 (or \( 3/4 \)) of the way between the 23rd and 24th values. Use this method of interpolation to find \( P_{25} \) (or \( Q_{1} \)) for the movie budget amounts in Table 3-4 on page 116. How does the result compare to the value that would be found by using Figure 3-5 without interpolation?

38. **Deciles and Quintiles** For a given data set, there are nine deciles, denoted by \( D_{1}, D_{2}, \ldots, D_{9} \), which separate the sorted data into 10 groups, with about 10% of the values in each group. There are also four quintiles, which divide the sorted data into 5 groups, with about 20% of the values in each group. (Note the difference between quintiles and quantiles, which were described earlier in this section.)

   a. Using the movie budget amounts in Table 3-4 on page 116, find the deciles \( D_{1}, D_{7}, \text{ and } D_{9} \).
   b. Using the movie budget amounts in Table 3-4, find the four quintiles.

---

**Review**

In this chapter we discussed various characteristics of data that are generally very important. After completing this chapter, we should be able to do the following:

- Calculate measures of center by finding the mean and median (Section 3-2).
- Calculate measures of variation by finding the standard deviation, variance, and range (Section 3-3).
- **Understand** and **interpret** the standard deviation by using tools such as the range rule of thumb (Section 3-3).
- Compare data values by using \( z \) scores, quartiles, or percentiles (Section 3-4).
- Investigate the spread of data by constructing a boxplot (Section 3-4).

---

**Statistical Literacy and Critical Thinking**

1. **Quality Control** Cans of regular Coke are supposed to contain 12 oz of cola. If a quality control engineer finds that the production process results in cans of Coke having a mean of 12 oz, can she conclude that the production process is proceeding as it should? Why or why not?

2. **ZIP Codes** An article in the *New York Times* noted that the ZIP code of 10021 on the Upper East Side of Manhattan is being split into the three ZIP codes of 10065, 10021, and 10075 (in geographic order from south to north). The ZIP codes of 11 famous residents (including Bill Cosby, Spike Lee, and Tom Wolfe) in the 10021 ZIP code will have these ZIP codes after the
Chapter 3
Statistics for Describing, Exploring, and Comparing Data

change: 10065, 10065, 10065, 10065, 10065, 10021, 10021, 10075, 10075, 10075. What is wrong with finding the mean and standard deviation of these 11 new ZIP codes?

3. **Outlier** Nola Ochs recently became the oldest college graduate when she graduated at the age of 95. If her age is included with the ages of 25 typical college students at the times of their graduations, how much of an effect will her age have on the mean, median, standard deviation, and range?

4. **Sunspot Numbers** The annual sunspot numbers are found for a recent sequence of 24 years. The data are sorted, then it is found that the mean is 81.09, the standard deviation is 50.69, the minimum is 8.6, the first quartile is 29.55, the median is 79.95, the third quartile is 123.3, and the maximum is 157.6. What potentially important characteristic of these annual sunspot numbers is lost when the data are replaced by the sorted values?

---

**Chapter Quick Quiz**

1. What is the mean of the sample values 2 cm, 2 cm, 3 cm, 5 cm, and 8 cm?
2. What is the median of the sample values listed in Exercise 1?
3. What is the mode of the sample values listed in Exercise 1?
4. If the standard deviation of a data set is 5.0 ft, what is the variance?
5. If a data set has a mean of 10.0 seconds and a standard deviation of 2.0 seconds, what is the \( z \) score corresponding to the time of 4.0 seconds?
6. Fill in the blank: The range, standard deviation, and variance are all measures of _____.
7. What is the symbol used to denote the standard deviation of a sample, and what is the symbol used to denote the standard deviation of a population?
8. What is the symbol used to denote the mean of a sample, and what is the symbol used to denote the mean of a population?
9. Fill in the blank: Approximately _____ percent of the values in a sample are greater than or equal to the 25th percentile.
10. True or false: For any data set, the median is always equal to the 50th percentile.

---

**Review Exercises**

1. **Weights of Steaks** A student of the author weighed a simple random sample of Porterhouse steaks, and the results (in ounces) are listed below. The steaks are supposed to be 21 oz because they are listed on the menu as weighing 20 ounces, and they lose an ounce when cooked. Use the listed weights to find the (a) mean; (b) median; (c) mode; (d) midrange; (e) range; (f) standard deviation; (g) variance; (h) \( Q_3 \); (i) \( Q_1 \).

   17 19 21 18 20 18 19 20 20 21

2. **Boxplot** Using the same weights listed in Exercise 1, construct a boxplot and include the values of the 5-number summary.

3. **Ergonomics** When designing a new thrill ride for an amusement park, the designer must consider the sitting heights of males. Listed below are the sitting heights (in millimeters) obtained from a simple random sample of adult males (based on anthropometric survey data from Gordon, Churchill, et al.). Use the given sitting heights to find the (a) mean; (b) median; (c) mode; (d) midrange; (e) range; (f) standard deviation; (g) variance; (h) \( Q_3 \); (i) \( Q_1 \).

   936 928 924 880 934 923 878 930 936
4. **z Score** Using the sample data from Exercise 3, find the $z$ score corresponding to the sitting height of 878 mm. Based on the result, is the sitting height of 878 mm unusual? Why or why not?

5. **Boxplot** Using the same sitting heights listed in Exercise 3, construct a boxplot and include the values of the 5-number summary. Does the boxplot suggest that the data are from a population with a normal (bell-shaped) distribution? Why or why not?

6. **Comparing Test Scores** SAT scores have a mean of 1518 and a standard deviation of 325. Scores on the ACT test have a mean of 21.1 and a standard deviation of 4.8. Which is relatively better: a score of 1030 on the SAT test or a score of 14.0 on the ACT test? Why?

7. **Estimating Mean and Standard Deviation**
   a. Estimate the mean age of cars driven by students at your college.
   b. Use the range rule of thumb to make a rough estimate of the standard deviation of the ages of cars driven by students at your college.

8. **Estimating Mean and Standard Deviation**
   a. Estimate the mean length of time that traffic lights are red.
   b. Use the range rule of thumb to make a rough estimate of the standard deviation of the lengths of times that traffic lights are red.

9. **Interpreting Standard Deviation** Engineers consider the overhead grip reach (in millimeters) of sitting adult women when designing a cockpit for an airliner. Those grip reaches have a mean of 1212 mm and a standard deviation of 51 mm (based on anthropometric survey data from Gordon, Churchill, et al.). Use the range rule of thumb to identify the minimum “usual” grip reach and the maximum “usual” grip reach. Which of those two values is more relevant in this situation? Why?

10. **Interpreting Standard Deviation** A physician routinely makes physical examinations of children. She is concerned that a three-year-old girl has a height of only 87.8 cm. Heights of three-year-old girls have a mean of 97.5 cm and a standard deviation of 6.9 cm (based on data from the National Health and Nutrition Examination Survey). Use the range rule of thumb to find the maximum and minimum usual heights of three-year-old girls. Based on the result, is the height of 87.8 cm unusual? Should the physician be concerned?
Technology Project

When dealing with large data sets, manual entry of data can become quite tedious and time consuming. There are better things to do with your time, such as rotating the tires on your car. Refer to Data Set 13 in Appendix B, which includes measured voltage levels from the author's home, a generator, and an uninterruptible power supply. Instead of manually entering the data, use a TI-83/84 Plus calculator or STATDISK, Minitab, Excel, or any other statistics software package. Load the data sets, which are available on the CD included with this book. Proceed to generate histograms and find appropriate statistics that allow you to compare the three sets of data. Are there any outliers? Do all three power sources appear to provide electricity with properties that are basically the same? Are there any significant differences? What is a consequence of having voltage that varies too much? Write a brief report including your conclusions and supporting graphs.

b. A botanist wants to obtain data about the plants being grown in homes. A sample is obtained by telephoning the first 250 people listed in the local telephone directory. What type of sampling is being used? (random, stratified, systematic, cluster, convenience)

c. An exit poll is conducted by surveying everyone who leaves the polling booth at 50 randomly selected election precincts. What type of sampling is being used? (random, stratified, systematic, cluster, convenience)

d. A manufacturer makes fertilizer sticks to be used for growing plants. A manager finds that the amounts of fertilizer placed in the sticks are not very consistent, so that for some fertilization lasts longer than claimed, while others don’t last long enough. She wants to improve quality by making the amounts of fertilizer more consistent. When analyzing the amounts of fertilizer, which of the following statistics is most relevant: mean, median, mode, midrange, standard deviation, first quartile, third quartile? Should the value of that statistic be raised, lowered, or left unchanged?

7. Sampling Shortly after the World Trade Center towers were destroyed, America Online ran a poll of its Internet subscribers and asked this question: “Should the World Trade Center towers be rebuilt?” Among the 1,304,240 responses, 768,731 answered “yes,” 286,756 answered “no,” and 248,753 said that it was “too soon to decide.” Given that this sample is extremely large, can the responses be considered to be representative of the population of the United States? Explain.

8. Sampling What is a simple random sample? What is a voluntary response sample? Which of those two samples is generally better?

9. Observational Study and Experiment What is the difference between an observational study and an experiment?

10. Histogram What is the major flaw in the histogram (in the margin) of the outcomes of 100 rolls of a fair die?
Using Statistics to Summarize Data

Go to http://www.aw.com/triola

The importance of statistics as a tool to summarize data cannot be underestimated. For example, consider data sets such as the ages of all the students at your school or the annual incomes of every person in the United States. On paper, these data sets would be lengthy lists of numbers, too lengthy to be absorbed and interpreted on their own. In the previous chapter, you learned a variety of graphical tools used to represent such data sets. This chapter focused on the use of numbers or statistics to summarize various aspects of data.

Just as important as being able to summarize data with statistics is the ability to interpret such statistics when presented. Given a number such as the arithmetic mean, you need not only to understand what it is telling you about the underlying data, but also what additional statistics you need to put the value of the mean in context.

The Internet Project for this chapter will help you develop these skills using data from such diverse fields as meteorology, entertainment, and health. You will also discover uses for such statistics as the geometric mean that you might not have expected.

The CD included with this book contains applets designed to help visualize various concepts. Open the Applets folder on the CD and click on Start. Select the menu item of Mean versus median. Create a set of points that are very close together and then add a point that is far away from the others. What is the effect of the new point on the mean? What is the effect of the new point on the median? Also, create a data set with a median below 2 and a mean between 2 and 4.

Do the Academy Awards involve discrimination based on age?

The From Data to Decision project at the end of Chapter 2 listed the ages of actresses and actors at the times that they won Oscars in the Best Actress and Best Actor categories. Refer to those same ages.

Critical Thinking

Use methods from this chapter to compare the two data sets. Are there differences between the ages of the Best Actresses and the ages of the Best Actors? Identify any other notable differences.
1. Out-of-class activity  Are estimates influenced by anchoring numbers? In the article “Weighing Anchors” in *Omni* magazine, author John Rubin observed that when people estimate a value, their estimate is often “anchored” to (or influenced by) a preceding number, even if that preceding number is totally unrelated to the quantity being estimated. To demonstrate this, he asked people to give a quick estimate of the value of $8 \times 7 \times 6 \times 5 \times 4 \times 3 \times 2 \times 1$. The average answer given was 2250, but when the order of the numbers was reversed, the average became 512. Rubin explained that when we begin calculations with larger numbers (as in $8 \times 7 \times 6$), our estimates tend to be larger. He noted that both 2250 and 512 are far below the correct product, 40,320. The article suggests that irrelevant numbers can play a role in influencing real estate appraisals, estimates of car values, and estimates of the likelihood of nuclear war.

Conduct an experiment to test this theory. Select some subjects and ask them to quickly estimate the value of

$$8 \times 7 \times 6 \times 5 \times 4 \times 3 \times 2 \times 1$$

Then select other subjects and ask them to quickly estimate the value of

$$1 \times 2 \times 3 \times 4 \times 5 \times 6 \times 7 \times 8$$

Record the estimates along with the particular order used. Carefully design the experiment so that conditions are uniform and the two sample groups are selected in a way that minimizes any bias. Don’t describe the theory to subjects until after they have provided their estimates. Compare the two sets of sample results by using the methods of this chapter. Provide a printed report that includes the data collected, the detailed methods used, the method of analysis, any relevant graphs and/or statistics, and a statement of conclusions. Include a critique of the experiment, with reasons why the results might not be correct, and describe ways in which the experiment could be improved.

2. Out-of-class activity  In each group of three or four students, collect an original data set of values at the interval or ratio level of measurement. Provide the following: (1) a list of sample values, (2) printed computer results of descriptive statistics and graphs, and (3) a written description of the nature of the data, the method of collection, and important characteristics.

3. Out-of-class activity  Appendix B includes many real and interesting data sets. In each group of three or four students, select a data set from Appendix B and analyze it using the methods discussed so far in this book. Write a brief report summarizing key conclusions.

4. Out-of-class activity  Record the service times of randomly selected customers at a drive-up window of a bank or fast-food restaurant, and describe important characteristics of those times.

5. Out-of-class activity  Record the times that cars are parked at a gas pump, and describe important characteristics of those times.
In this chapter we used word counts from males and females listed in Data Set 8 in Appendix B. We begin by using StatCrunch to describe, explore, and compare those word counts.

**StatCrunch Procedure for Opening and Reconfiguring the Data Set**

1. Sign into StatCrunch, then click on Explore at the top.
2. Click on Groups and enter Triola in the “Browse all” box at the left, then click on the group Triola Elementary Statistics (11th Edition), then click on 25 Data Sets located near the top of the window. You now have access to the data sets in Appendix B of this book. Open the data set named Word Counts by Males and Females.
3. You will see that the data are arranged in 12 columns, as in Data Set 8 in Appendix B. We will proceed to stack all of the word counts of males in one column and we will also stack all of the word counts of females in another column. To do this, click on Data, then select the menu item of Stack columns. In the window that pops up, select the six columns of male word counts (1M, 2M, 3M, 4M, 5M, 6M), store the labels in column var13, and store the data in column var14. Click on Stack Columns. Verify that column var14 contains the 186 word counts of males. (Hint: It would be helpful to change the name of column var14 to “Male,” and that can be done by clicking on the column name and using the Backspace or Delete key to remove var14 so that you can then enter the new name of “Male.”)
4. Now click on Data and select the menu item of Stack columns. In the window that pops up, select the six columns of female word counts (1F, 2F, 3F, 4F, 5F, 6F), store the labels in column var15, and store the data in column var16. Verify that column var16 includes the 210 word counts of females. Rename the column to “Female.”

**Exploring Distributions: StatCrunch Procedure for Creating Histograms**

1. Click on Graphics and select the menu item of Histogram; in the window that pops up, select the column containing the 186 word counts from males. Print a copy of that histogram.
2. Repeat Step 1 to create a histogram for the 210 word counts from females. (Note: By using the same general procedure, you can also create other graphs, such as boxplots or stemplots. Simply click on Graphics and select the desired graph.)

After obtaining the two histograms, compare them. Do they appear to have the same general shape? Do the histograms seem to suggest that the samples are from populations having a normal distribution?

**Exploring Center and Variation: StatCrunch Procedure for Obtaining Descriptive Statistics**

1. Click on Stat, then select Summary Stats from the list that pops up.
2. Because the data are in columns, select the Columns format, then enter the two columns that contain the 186 male word counts and the 210 female word counts.
3. Click on Calculate to obtain the descriptive statistics, as shown in the accompanying display. Compare the results for males with those shown in the displays on page 93.

**Exploring Outliers: StatCrunch Procedure for Identifying Outliers**

One good way to search for outliers is to sort the data and then look at the lowest values in the beginning of the list and the highest values at the end of the list. To sort the data in a column, click on Data, select the menu item of Sort columns, and proceed to sort the columns that contain the 186 male word counts and the 210 female word counts. In each of those sorted columns, if the lowest value is substantially far from all of the other data, it is a potential outlier. If the highest value is very far from the other data values, it is a potential outlier.

**Project**

Using the above procedures, select two comparable data sets from those available in Appendix B and describe, explore, and compare them. Obtain printed results of relevant displays. Write a brief statement of important conclusions.
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A polygraph instrument measures several physical reactions, such as blood pressure, pulse rate, and skin conductivity. Subjects are usually given several questions that must be answered and, based on physical measurements, the polygraph examiner determines whether or not the subject is lying. Errors in test results could lead to an individual being falsely accused of committing a crime or to a candidate being denied a job.

Based on research, the success rates from polygraph tests depend on several factors, including the questions asked, the test subject, the competence of the polygraph examiner, and the polygraph instrument used for the test.

Many experiments have been conducted to evaluate the effectiveness of polygraph devices, but we will consider the data in Table 4-1, which includes results from experiments conducted by researchers Charles R. Honts (Boise State University) and Gordon H. Barland (Department of Defense Polygraph Institute). Table 4-1 summarizes polygraph test results for 98 different subjects. In each case, it was known whether or not the subject lied. So, the table indicates when the polygraph test was correct.

### Analyzing the Results
When testing for a condition, such as lying, pregnancy, or disease, the result of the test is either positive or negative. However, sometimes errors occur during the testing process which can yield a false positive result or a false negative result. For example, a false positive result in a polygraph test would indicate that a subject lied when in fact he or she did not lie. A false negative would indicate that a subject did not lie when in fact he or she lied.

### Incorrect Results
- **False positive**: Test incorrectly indicates the presence of a condition (such as lying, being pregnant, or having some disease) when the subject does not actually have that condition.
- **False negative**: Test incorrectly indicates that subject does not have the condition when the subject actually does have that condition.

### Correct Results
- **True positive**: Test correctly indicates that the condition is present when it really is present.
- **True negative**: Test correctly indicates that the condition is not present when it really is not present.

### Measures of Test Reliability
- **Test sensitivity**: The probability of a true positive.
- **Test specificity**: The probability of a true negative.

In this chapter we study the basic principles of probability theory. These principles will allow us to address questions related to the reliability (or unreliability) of polygraph tests, such as these: Given the sample results in Table 4-1, what is the probability of a false positive or a false negative? Are those probabilities low enough to support the use of polygraph tests in making judgments about the test subject?

### Table 4-1  Results from Experiments with Polygraph Instruments

<table>
<thead>
<tr>
<th>Did the Subject Actually Lie?</th>
<th>Positive test result</th>
<th>Negative test result</th>
</tr>
</thead>
<tbody>
<tr>
<td>No (Did Not Lie)</td>
<td>15</td>
<td>32</td>
</tr>
<tr>
<td>Yes (Lied)</td>
<td>42</td>
<td>9</td>
</tr>
</tbody>
</table>

(Polygraph test indicated that the subject lied.)

(Polygraph test indicated that the subject did not lie.)

 falsenegative
4-1 Review and Preview

The previous chapters have been developing some fundamental tools used in the statistical methods to be introduced in later chapters. We have discussed the necessity of sound sampling methods and common measures of characteristics of data, including the mean and standard deviation. The main objective of this chapter is to develop a sound understanding of probability values, because those values constitute the underlying foundation on which the methods of inferential statistics are built. As a simple example, suppose that you have developed a gender-selection procedure and you claim that it greatly increases the likelihood of a baby being a girl. Suppose that independent test results from 100 couples show that your procedure results in 98 girls and only 2 boys. Even though there is a chance of getting 98 girls in 100 births with no special treatment, that chance is so incredibly low that it would be rejected as a reasonable explanation. Instead, it would be generally recognized that the results provide strong support for the claim that the gender-selection technique is effective. This is exactly how statisticians think: They reject explanations based on very low probabilities. Statisticians use the rare event rule for inferential statistics.

**Rare Event Rule for Inferential Statistics**

If, under a given assumption, the probability of a particular observed event is extremely small, we conclude that the assumption is probably not correct.

Although the main objective in this chapter is to develop a sound understanding of probability values that will be used in later chapters of this book, a secondary objective is to develop the basic skills necessary to determine probability values in a variety of other important circumstances.

4-2 Basic Concepts of Probability

**Key Concept** In this section we present three different approaches to finding the probability of an event. The most important objective of this section is to learn how to interpret probability values, which are expressed as values between 0 and 1. We should know that a small probability, such as 0.001, corresponds to an event that is unusual, in the sense that it rarely occurs. We also discuss expressions of odds and how probability is used to determine the odds of an event occurring. Although the concepts related to odds are not needed for topics that follow, odds are considered in some everyday situations. For instance, odds are used to determine the likelihood of winning the lottery.

**Part 1: Basics of Probability**

In considering probability, we deal with procedures (such as taking a polygraph test, rolling a die, answering a multiple-choice test question, or undergoing a test for drug use) that produce outcomes.
Basic Concepts of Probability

Example 1 illustrates the concepts defined above.

**DEFINITION**

An **event** is any collection of results or outcomes of a procedure.

A **simple event** is an outcome or an event that cannot be further broken down into simpler components.

The **sample space** for a procedure consists of all possible *simple* events. That is, the sample space consists of all outcomes that cannot be broken down any further.

**Example 1**

In the following display, we use “f” to denote a female baby and “m” to denote a male baby.

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Example of Event</th>
<th>Complete Sample Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single birth</td>
<td>1 female (simple event)</td>
<td>{f, m}</td>
</tr>
<tr>
<td>3 births</td>
<td>2 females and 1 male (ffm, fnf, mff are all simple events resulting in 2 females and a male)</td>
<td>{ffm, fnf, mff, ffm, fmn, mff, mfm, mmm}</td>
</tr>
</tbody>
</table>

With one birth, the result of 1 female is a *simple event* because it cannot be broken down any further. With three births, the event of “2 females and 1 male” is *not a simple event* because it can be broken down into simpler events, such as ffm, fnf, or mff. With three births, the **sample space** consists of the 8 simple events listed above. With three births, the outcome of ffm is considered a simple event, because it is an outcome that cannot be broken down any further. We might incorrectly think that ffm can be further broken down into the individual results of f, f, and m, but f, f, and m are not individual outcomes from three births. With three births, there are exactly 8 outcomes that are simple events: fff, ffm, fnf, mff, mfm, mmf, mmm.

We first list some basic notation, then we present three different approaches to finding the probability of an event.

**Notation for Probabilities**

- **P** denotes a probability.
- **A**, **B**, and **C** denote specific events.
- **P(A)** denotes the probability of event **A** occurring.

1. **Relative Frequency Approximation of Probability** Conduct (or observe) a procedure, and count the number of times that event **A** actually occurs. Based on these actual results, **P(A)** is approximated as follows:

   \[ P(A) = \frac{\text{number of times } A \text{ occurred}}{\text{number of times the procedure was repeated}} \]

2. **Classical Approach to Probability (Requires Equally Likely Outcomes)**

   Assume that a given procedure has **n** different simple events and that *each of
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Figure 4-1

#### Three Approaches to Finding a Probability

(a) **Relative Frequency Approach**: When trying to determine the probability that an individual car crashes in a year, we must examine past results to determine the number of cars in use in a year and the number of them that crashed, then we find the ratio of the number of cars that crashed to the total number of cars. For a recent year, the result is a probability of 0.0480. (See Example 2.)

(b) **Classical Approach**: When trying to determine the probability of winning the grand prize in a lottery by selecting 6 numbers between 1 and 60, each combination has an equal chance of occurring. The probability of winning is 0.0000000200, which can be found by using methods presented later in this chapter.

(c) **Subjective Probability**: When trying to estimate the probability of an astronaut surviving a mission in a space shuttle, experts consider past events along with changes in technologies and conditions to develop an estimate of the probability. As of this writing, that probability has been estimated by NASA scientists as 0.99.
Law of Large Numbers As a procedure is repeated again and again, the relative frequency probability of an event tends to approach the actual probability. The law of large numbers tells us that relative frequency approximations tend to get better with more observations. This law reflects a simple notion supported by common sense: A probability estimate based on only a few trials can be off by a substantial amount, but with a very large number of trials, the estimate tends to be much more accurate.

Probability and Outcomes That Are Not Equally Likely One common mistake is to incorrectly assume that outcomes are equally likely just because we know nothing about the likelihood of each outcome. When we know nothing about the likelihood of different possible outcomes, we cannot necessarily assume that they are equally likely. For example, we should not conclude that the probability of passing a test is 1/2 or 0.5 (because we either pass the test or do not). The actual probability depends on factors such as the amount of preparation and the difficulty of the test.

**Example 2** Probability of a Car Crash Find the probability that a randomly selected car in the United States will be in a crash this year.

**Solution** For a recent year, there were 6,511,100 cars that crashed among the 135,670,000 cars registered in the United States (based on data from Statistical Abstract of the United States). We can now use the relative frequency approach as follows:

\[
P(\text{crash}) = \frac{\text{number of cars that crashed}}{\text{total number of cars}} = \frac{6,511,100}{135,670,000} = 0.0480
\]

Note that the classical approach cannot be used since the two outcomes (crash, no crash) are not equally likely.

**Example 3** Probability of a Positive Test Result Refer to Table 4-1 included with the Chapter Problem. Assuming that one of the 98 test results summarized in Table 4-1 is randomly selected, find the probability that it is a positive test result.

**Solution** The sample space consists of the 98 test results listed in Table 4-1. Among the 98 results, 57 of them are positive test results (found from \(42 + 15\)). Since each test result is equally likely to be selected, we can apply the classical approach as follows:

\[
P(\text{positive test result from Table 4-1}) = \frac{\text{number of positive test results}}{\text{total number of results}} = \frac{57}{98} = 0.582
\]

How Probable?

How do we interpret such terms as probable, improbable, or extremely improbable? The FAA interprets these terms as follows.

- **Probable**: A probability on the order of 0.00001 or greater for each hour of flight. Such events are expected to occur several times during the operational life of each airplane.
- **Improbable**: A probability on the order of 0.00001 or less. Such events are not expected to occur during the total operational life of a single airplane of a particular type, but may occur during the total operational life of all airplanes of a particular type.
- **Extremely improbable**: A probability on the order of 0.000000001 or less. Such events are so unlikely that they need not be considered to ever occur.
**Making Cents of the Lottery**

Many people spend large sums of money buying lottery tickets, even though they don’t have a realistic sense for their chances of winning. Brother Donald Kelly of Marist College suggests this analogy: Winning the lottery is equivalent to correctly picking the “winning” dime from a stack of dimes that is 21 miles tall! Commercial aircraft typically fly at altitudes of 6 miles, so try to image a stack of dimes more than three times higher than those high-flying jets, then try to imagine selecting the one dime in that stack that represents a winning lottery ticket. Using the methods of this section, find the probability of winning your state’s lottery, then determine the height of the corresponding stack of dimes.

---

**Example 4**  
**Genotypes** When studying the affect of heredity on height, we can express each individual genotype, AA, Aa, aA, and aa, on an index card and shuffle the four cards and randomly select one of them. What is the probability that we select a genotype in which the two components are different?

**Solution**  
The sample space (AA, Aa, aA, aa) in this case includes equally likely outcomes. Among the 4 outcomes, there are exactly 2 in which the two components are different: Aa and aA. We can use the classical approach to get

$$P(\text{outcome with different components}) = \frac{2}{4} = 0.5$$

---

**Example 5**  
**Probability of a President from Alaska** Find the probability that the next President of the United States is from Alaska.

**Solution**  
The sample space consists of two simple events: The next President is from Alaska or is not. If we were to use the relative frequency approach, we would incorrectly conclude that it is impossible for anyone from Alaska to be President, because it has never happened in the past. We cannot use the classical approach because the two possible outcomes are events that are not equally likely. We are left with making a subjective estimate. The population of Alaska is 0.2% of the total United States population, but the remoteness of Alaska presents special challenges to politicians from that state, so an estimated probability of 0.001 is reasonable.

---

**Example 6**  
**Stuck in an Elevator** What is the probability that you will get stuck in the next elevator that you ride?

**Solution**  
In the absence of historical data on elevator failures, we cannot use the relative frequency approach. There are two possible outcomes (becoming stuck or not becoming stuck), but they are not equally likely, so we cannot use the classical approach. That leaves us with a subjective estimate. In this case, experience suggests that the probability is quite small. Let’s estimate it to be, say, 0.0001 (equivalent to 1 chance in ten thousand). That subjective estimate, based on our general knowledge, is likely to be in the general ballpark of the true probability.

---

**Finding the Total Number of Outcomes**  
In basic probability problems we must be careful to examine the available information and to correctly identify the total number of possible outcomes. In some cases, the total number of possible outcomes is given, but in other cases it must be calculated, as in the next two examples.
Gender of Children  Find the probability that when a couple has 3 children, they will have exactly 2 boys. Assume that boys and girls are equally likely and that the gender of any child is not influenced by the gender of any other child.

SOLUTION  The biggest challenge here is to correctly identify the sample space. It involves more than working only with the numbers 2 and 3 given in the statement of the problem. The sample space consists of 8 different ways that 3 children can occur (see the margin). Those 8 outcomes are equally likely, so we use the classical approach. Of those 8 different possible outcomes, 3 correspond to exactly 2 boys, so

\[ P(2 \text{ boys in 3 births}) = \frac{3}{8} = 0.375 \]

INTERPRETATION  There is a 0.375 probability that if a couple has 3 children, exactly 2 will be boys.

America Online Survey  The Internet service provider America Online (AOL) asked users this question about Kentucky Fried Chicken (KFC): “Will KFC gain or lose business after eliminating trans fats?” Among the responses received, 1941 said that KFC would gain business, 1260 said that KFC business would remain the same, and 204 said that KFC would lose business. Find the probability that a randomly selected response states that KFC would gain business.

SOLUTION  Hint: Instead of trying to determine an answer directly from the printed statement, begin by first summarizing the given information in a format that allows you to clearly understand the information. For example, use this format:

<table>
<thead>
<tr>
<th>Response</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1941</td>
<td>gain in business</td>
</tr>
<tr>
<td>1260</td>
<td>business remains the same</td>
</tr>
<tr>
<td>204</td>
<td>loss in business</td>
</tr>
<tr>
<td>3405</td>
<td>total responses</td>
</tr>
</tbody>
</table>

We can now use the relative frequency approach as follows:

\[ P(\text{response of a gain in business}) = \frac{1941}{3405} = 0.570 \]

INTERPRETATION  There is a 0.570 probability that if a response is randomly selected, it was a response of a gain in business. Important: Note that the survey involves a voluntary response sample because the AOL users themselves decided whether to respond. Consequently, when interpreting the results of this survey, keep in mind that they do not necessarily reflect the opinions of the general population. The responses reflect only the opinions of those who chose to respond.
Simulations The statements of the three approaches for finding probabilities and the preceding examples might seem to suggest that we should always use the classical approach when a procedure has equally likely outcomes, but many procedures are so complicated that the classical approach is impractical. In the game of solitaire, for example, the outcomes (hands dealt) are all equally likely, but it is extremely frustrating to try to use the classical approach to find the probability of winning. In such cases we can more easily get good estimates by using the relative frequency approach. Simulations are often helpful when using this approach. A simulation of a procedure is a process that behaves in the same ways as the procedure itself, so that similar results are produced. (See Section 4-6 and the Technology Project near the end of this chapter.) For example, it’s much easier to use the relative frequency approach for approximating the probability of winning at solitaire—that is, to play the game many times (or to run a computer simulation)—than to perform the complex calculations required with the classical approach.

Example 9 Thanksgiving Day If a year is selected at random, find the probability that Thanksgiving Day will be (a) on a Wednesday or (b) on a Thursday.

SOLUTION

a. Thanksgiving Day always falls on the fourth Thursday in November. It is therefore impossible for Thanksgiving to be on a Wednesday. When an event is impossible, we say that its probability is 0.

b. It is certain that Thanksgiving will be on a Thursday. When an event is certain to occur, we say that its probability is 1.

Because any event imaginable is impossible, certain, or somewhere in between, it follows that the mathematical probability of any event is 0, 1, or a number between 0 and 1 (see Figure 4-2).

CAUTION

Always express a probability as a fraction or decimal number between 0 and 1.

• The probability of an impossible event is 0.

• The probability of an event that is certain to occur is 1.

• For any event $A$, the probability of $A$ is between 0 and 1 inclusive. That is, $0 \leq P(A) \leq 1$.

In Figure 4-2, the scale of 0 through 1 is shown, and the more familiar and common expressions of likelihood are included.

Complementary Events

Sometimes we need to find the probability that an event $A$ does not occur.

Definition

The complement of event $A$, denoted by $\overline{A}$, consists of all outcomes in which event $A$ does not occur.
4-2 Basic Concepts of Probability

Although it is difficult to develop a universal rule for rounding off probabilities, the following guide will apply to most problems in this text.

**Guessing on an SAT Test**

A typical question on an SAT test requires the test taker to select one of five possible choices: A, B, C, D, or E. Because only one answer is correct, if you make a random guess, your probability of being correct is $\frac{1}{5}$ or 0.2. Find the probability of making a random guess and not being correct (or being incorrect).

**Solution**

Because exactly 1 of the 5 responses is correct, it follows that 4 of them are not correct, so

$$P(\text{not guessing the correct answer}) = P(\text{correct}) = P(\text{incorrect}) = \frac{4}{5} = 0.8$$

**Interpretation**

When guessing for such a multiple-choice question, there is a 0.8 probability of being incorrect. Although test takers are not penalized for wrong guesses, guessing is OK for some questions, especially if you can eliminate any of the choices. In the long run, scores are not affected, but many guesses will tend to result in a low score.

Although it is difficult to develop a universal rule for rounding off probabilities, the following guide will apply to most problems in this text.

**Rounding Off Probabilities**

When expressing the value of a probability, either give the exact fraction or decimal or round off final decimal results to three significant digits. (Suggestion: When a probability is not a simple fraction such as $\frac{2}{3}$ or $\frac{5}{9}$, express it as a decimal so that the number can be better understood.) All digits in a number are significant except for the zeros that are included for proper placement of the decimal point.

**Example 11**

**Rounding Probabilities**

- The probability of 0.04799219 (from Example 2) has seven significant digits (4799219), and it can be rounded to three significant digits as 0.048 (The zero to the immediate right of the decimal point is not significant because it is necessary for correct placement of the decimal point, but the zero at the extreme right is significant because it is not necessary for correct placement of the decimal point.)
- The probability of $\frac{1}{3}$ can be left as a fraction, or rounded to 0.333. (Do not round to 0.3.)
- The probability of $\frac{2}{4}$ (from Example 4) can be expressed as $\frac{1}{2}$ or 0.5; because 0.5 is exact, there's no need to express it with three significant digits as 0.500.
- The fraction $\frac{1941}{3405}$ (from Example 8) is exact, but its value isn't obvious, so express it as the decimal 0.570.
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The mathematical expression of probability as a number between 0 and 1 is fundamental and common in statistical procedures, and we will use it throughout the remainder of this text. A typical computer output, for example, may include a “P-value” expression such as “significance less than 0.001.” We will discuss the meaning of P-values later, but they are essentially probabilities of the type discussed in this section. For now, you should recognize that a probability of 0.001 (equivalent to 1/1000) corresponds to an event so rare that it occurs an average of only once in a thousand trials. Example 12 involves the interpretation of such a small probability value.

**Example 12**  Unusual Event? In a clinical experiment of the Salk vaccine for polio, 200,745 children were given a placebo and 201,229 other children were treated with the Salk vaccine. There were 115 cases of polio among those in the placebo group and 33 cases of polio in the treatment group. If we assume that the vaccine has no effect, the probability of getting such test results is found to be “less than 0.001.” Is an event with a probability less than 0.001 an unusual event? What does that probability imply about the effectiveness of the vaccine?

**Solution**  A probability value less than 0.001 is very small. It indicates that the event will occur fewer than once in a thousand times, so the event is “unusual.” The small probability suggests that the test results are not likely to occur if the vaccine has no effect. Consequently, there are two possible explanations for the results of this clinical experiment: (1) The vaccine has no effect and the results occurred by chance; (2) the vaccine has an effect, which explains why the treatment group had a much lower incidence of polio. Because the probability is so small (less than 0.001), the second explanation is more reasonable. We conclude that the vaccine appears to be effective.

The preceding example illustrates the “rare event rule for inferential statistics” given in Section 4-1. Under the assumption of a vaccine with no effect, we find that the probability of the results is extremely small (less than 0.001), so we conclude that the assumption is probably not correct. The preceding example also illustrates the role of probability in making important conclusions about clinical experiments. For now, we should understand that when a probability is small, such as less than 0.001, it indicates that the event is very unlikely to occur.

**Part 2: Beyond the Basics of Probability: Odds**

Expressions of likelihood are often given as odds, such as 50:1 (or “50 to 1”). Because the use of odds makes many calculations difficult, statisticians, mathematicians, and scientists prefer to use probabilities. The advantage of odds is that they make it easier to deal with money transfers associated with gambling, so they tend to be used in casinos, lotteries, and racetracks. Note that in the three definitions that follow, the actual odds against and the actual odds in favor are calculated with the actual likelihood of some event, but the payoff odds describe the relationship between the bet and the amount of the payoff. The actual odds correspond to actual probabilities of outcomes, but the payoff odds are set by racetrack and casino operators. Racetracks and casinos are in business to make a profit, so the payoff odds will not be the same as the actual odds.
The actual odds against event $A$ occurring are the ratio $P(\overline{A})/P(A)$, usually expressed in the form of $a:b$ (or “$a$ to $b$”), where $a$ and $b$ are integers having no common factors.

The actual odds in favor of event $A$ occurring are the ratio $P(A)/P(\overline{A})$, which is the reciprocal of the actual odds against that event. If the odds against $A$ are $a:b$, then the odds in favor of $A$ are $b:a$.

The payoff odds against event $A$ occurring are the ratio of net profit (if you win) to the amount bet.

\[
\text{payoff odds against event } A = \frac{\text{net profit}}{\text{amount bet}}
\]

**Example 13**

If you bet $5 on the number 13 in roulette, your probability of winning is $1/38$ and the payoff odds are given by the casino as 35:1.

**a.** Find the actual odds against the outcome of 13.

**b.** How much net profit would you make if you win by betting on 13?

**c.** If the casino was not operating for profit, and the payoff odds were changed to match the actual odds against 13, how much would you win if the outcome were 13?

**Solution**

**a.** With $P(13) = 1/38$ and $P(\text{not } 13) = 37/38$, we get

\[
\text{actual odds against } 13 = \frac{P(\text{not } 13)}{P(13)} = \frac{37/38}{1/38} = \frac{37}{1} = 37:1
\]

**b.** Because the payoff odds against 13 are 35:1, we have

\[
35:1 = \frac{\text{net profit}}{\text{amount bet}}
\]

So there is a $35 profit for each $1 bet. For a $5 bet, the net profit is $175. The winning bettor would collect $175 plus the original $5 bet. That is, the total amount collected would be $180, for a net profit of $175.

**c.** If the casino were not operating for profit, the payoff odds would be equal to the actual odds against the outcome of 13, or 37:1. So there is a net profit of $37 for each $1 bet. For a $5 bet the net profit would be $185. (The casino makes its profit by paying only $175 instead of the $185 that would be paid with a roulette game that is fair instead of favoring the casino.)

### 4-2 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Interpreting Probability** Based on recent results, the probability of someone in the United States being injured while using sports or recreation equipment is $1/500$ (based on data from *Statistical Abstract of the United States*). What does it mean when we say that the probability is $1/500$? Is such an injury unusual?
2. **Probability of a Republican President** When predicting the chance that we will elect a Republican President in the year 2012, we could reason that there are two possible outcomes (Republican, not Republican), so the probability of a Republican President is 1/2 or 0.5. Is this reasoning correct? Why or why not?

3. **Probability and Unusual Events** If $A$ denotes some event, what does $\overline{A}$ denote? If $P(A) = 0.995$, what is the value of $P(\overline{A})$? If $P(A) = 0.995$, is $\overline{A}$ unusual?

4. **Subjective Probability** Estimate the probability that the next time you ride in a car, you will not be delayed because of some car crash blocking the road.

*In Exercises 5–12, express the indicated degree of likelihood as a probability value between 0 and 1.*

5. **Lottery** In one of New York State’s instant lottery games, the chances of a win are stated as “4 in 21.”

6. **Weather** A WeatherBug forecast for the author’s home was stated as: “Chance of rain: 80%.”

7. **Testing** If you make a random guess for the answer to a true/false test question, there is a 50-50 chance of being correct.

8. **Births** When a baby is born, there is approximately a 50-50 chance that the baby is a girl.

9. **Dice** When rolling two dice at the Venetian Casino in Las Vegas, there are 6 chances in 36 that the outcome is a 7.

10. **Roulette** When playing roulette in the Mirage Casino, you have 18 chances out of 38 of winning if you bet that the outcome is an odd number.

11. **Cards** It is impossible to get five aces when selecting cards from a shuffled deck.

12. **Days** When randomly selecting a day of the week, you are certain to select a day containing the letter $y$.

13. **Identifying Probability Values** Which of the following values cannot be probabilities?

   \[
   3:1 \quad 2/5 \quad 5/2 \quad -0.5 \quad 0.5 \quad 123/321 \quad 321/123 \quad 0 \quad 1
   \]

14. **Identifying Probability Values**
   a. What is the probability of an event that is certain to occur?
   b. What is the probability of an impossible event?
   c. A sample space consists of 10 separate events that are equally likely. What is the probability of each?
   d. On a true/false test, what is the probability of answering a question correctly if you make a random guess?
   e. On a multiple-choice test with five possible answers for each question, what is the probability of answering a question correctly if you make a random guess?

15. **Gender of Children** Refer to the list of the eight outcomes that are possible when a couple has three children. (See Example 7.) Find the probability of each event.
   a. There is exactly one girl.
   b. There are exactly two girls.
   c. All are girls.

16. **Genotypes** In Example 4 we noted that a study involved equally likely genotypes represented as AA, Aa, aA, and aa. If one of these genotypes is randomly selected as in Example 4, what is the probability that the outcome is AA? Is obtaining AA unusual?

17. **Polygraph Test** Refer to the sample data in Table 4-1, which is included with the Chapter Problem.
   a. How many responses are summarized in the table?
   b. How many times did the polygraph provide a negative test result?
   c. If one of the responses is randomly selected, find the probability that it is a negative test result. (Express the answer as a fraction.)
d. Use the rounding method described in this section to express the answer from part (c) as a decimal.

18. Polygraph Test Refer to the sample data in Table 4-1.
   a. How many responses were actually lies?
   b. If one of the responses is randomly selected, what is the probability that it is a lie? (Express the answer as a fraction.)
   c. Use the rounding method described in this section to express the answer from part (b) as a decimal.

19. Polygraph Test Refer to the sample data in Table 4-1. If one of the responses is randomly selected, what is the probability that it is a false positive? (Express the answer as a decimal.) What does this probability suggest about the accuracy of the polygraph test?

20. Polygraph Test Refer to the sample data in Table 4-1. If one of the responses is randomly selected, what is the probability that it is a false negative? (Express the answer as a decimal.) What does this probability suggest about the accuracy of the polygraph test?

21. U. S. Senate The 110th Congress of the United States included 84 male Senators and 16 female Senators. If one of these Senators is randomly selected, what is the probability that a woman is selected? Does this probability agree with a claim that men and women have the same chance of being elected as Senators?

22. Mendelian Genetics When Mendel conducted his famous genetics experiments with peas, one sample of offspring consisted of 428 green peas and 152 yellow peas. Based on those results, estimate the probability of getting an offspring pea that is green. Is the result reasonably close to the expected value of 3/4, as claimed by Mendel?

23. Struck by Lightning In a recent year, 281 of the 290,789,000 people in the United States were struck by lightning. Estimate the probability that a randomly selected person in the United States will be struck by lightning this year. Is a golfer reasoning correctly if he or she is caught out in a thunderstorm and does not seek shelter from lightning during a storm because the probability of being struck is so small?

24. Gender Selection In updated results from a test of MicroSort's XSORT gender-selection technique, 726 births consisted of 668 baby girls and 58 baby boys (based on data from the Genetics & IVF Institute). Based on these results, what is the probability of a girl born to a couple using MicroSort's XSORT method? Does it appear that the technique is effective in increasing the likelihood that a baby will be a girl?

Using Probability to Identify Unusual Events. In Exercises 25–32, consider an event to be “unusual” if its probability is less than or equal to 0.05. (This is equivalent to the same criterion commonly used in inferential statistics, but the value of 0.05 is not absolutely rigid, and other values such as 0.01 are sometimes used instead.)

25. Guessing Birthdays On their first date, Kelly asks Mike to guess the date of her birth, not including the year.
   a. What is the probability that Mike will guess correctly? (Ignore leap years.)
   b. Would it be unusual for him to guess correctly on his first try?
   c. If you were Kelly, and Mike did guess correctly on his first try, would you believe his claim that he made a lucky guess, or would you be convinced that he already knew when you were born?
   d. If Kelly asks Mike to guess her age, and Mike's guess is too high by 15 years, what is the probability that Mike and Kelly will have a second date?

26. Adverse Effect of Viagra When the drug Viagra was clinically tested, 117 patients reported headaches and 617 did not (based on data from Pfizer, Inc.). Use this sample to estimate the probability that a Viagra user will experience a headache. Is it unusual for a Viagra user to experience headaches? Is the probability high enough to be of concern to Viagra users?
27. Heart Pacemaker Failures Among 8834 cases of heart pacemaker malfunctions, 504 were found to be caused by firmware, which is software programmed into the device (based on data from “Pacemaker and ICD Generator Malfunctions,” by Maisel, et al., Journal of the American Medical Association, Vol. 295, No. 16). Based on these results, what is the probability that a pacemaker malfunction is caused by firmware? Is a firmware malfunction unusual among pacemaker malfunctions?

28. Bumped from a Flight Among 15,378 Delta airline passengers randomly selected, 3 were bumped from a flight against their wishes (based on data from the U.S. Department of Transportation). Find the probability that a randomly selected passenger is involuntarily bumped. Is such bumping unusual? Does such bumping pose a serious problem for Delta passengers in general? Why or why not?

29. Death Penalty In the last 30 years, death sentence executions in the United States included 795 men and 10 women (based on data from the Associated Press). If an execution is randomly selected, find the probability that the person executed is a woman. Is it unusual for a woman to be executed? How might the discrepancy be explained?

30. Stem Cell Survey Adults were randomly selected for a Newsweek poll, and they were asked if they “favor or oppose using federal tax dollars to fund medical research using stem cells obtained from human embryos.” Of the adults selected, 481 were in favor, 401 were opposed, and 120 were unsure. Based on these results, find the probability that a randomly selected adult would respond in favor. Is it unusual for an adult to be in favor?

31. Cell Phones in Households In a survey of consumers aged 12 and older conducted by Frank N. Magid Associates, respondents were asked how many cell phones were in use by the household. Among the respondents, 211 answered “none,” 288 said “one,” 366 said “two,” 144 said “three,” and 89 responded with four or more. Find the probability that a randomly selected household has four or more cellphones in use. Is it unusual for a household to have four or more cell phones in use?

32. Personal Calls at Work USA Today reported on a survey of office workers who were asked how much time they spend on personal phone calls per day. Among the responses, 1065 reported times between 1 and 10 minutes, 240 reported times between 11 and 30 minutes, 14 reported times between 31 and 60 minutes, and 66 said that they do not make personal calls. If a worker is randomly selected, what is the probability the worker does not make personal calls. Is it unusual for a worker to make no personal calls?

33. Gender of Children: Constructing Sample Space This section included a table summarizing the gender outcomes for a couple planning to have three children.

a. Construct a similar table for a couple planning to have two children.

b. Assuming that the outcomes listed in part (a) are equally likely, find the probability of getting two girls.

c. Find the probability of getting exactly one child of each gender.

34. Gender of Children: Constructing Sample Space This section included a table summarizing the gender outcomes for a couple planning to have three children.

a. Construct a similar table for a couple planning to have four children.

b. Assuming that the outcomes listed in part (a) are equally likely, find the probability of getting exactly two girls and two boys.

c. Find the probability that the four children are all boys.

35. Genetics: Eye Color Each of two parents has the genotype brown/blue, which consists of the pair of alleles that determine eye color, and each parent contributes one of those alleles to a child. Assume that if the child has at least one brown allele, that color will dominate and the eyes will be brown. (The actual determination of eye color is somewhat more complicated.)

36. Genetics: Eye Color Each of two parents has the genotype brown/blue, which consists of the pair of alleles that determine eye color, and each parent contributes one of those alleles to a child. Assume that if the child has at least one brown allele, that color will dominate and the eyes will be brown. (The actual determination of eye color is somewhat more complicated.)
a. List the different possible outcomes. Assume that these outcomes are equally likely.

b. What is the probability that a child of these parents will have the blue/blue genotype?

c. What is the probability that the child will have brown eyes?

36. X-Linked Genetic Disease Men have XY (or YX) chromosomes and women have XX chromosomes. X-linked recessive genetic diseases (such as juvenile retinoschisis) occur when there is a defective X chromosome that occurs without a paired X chromosome that is good. In the following, represent a defective X chromosome with lower case x, so a child with the xY or Yx pair of chromosomes will have the disease, while a child with XX or XY or YX or xX or Xx will not have the disease. Each parent contributes one of the chromosomes to the child.

a. If a father has the defective x chromosome and the mother has good XX chromosomes, what is the probability that a son will inherit the disease?

b. If a father has the defective x chromosome and the mother has good XX chromosomes, what is the probability that a daughter will inherit the disease?

c. If a mother has one defective x chromosome and one good X chromosome, and the father has good XY chromosomes, what is the probability that a son will inherit the disease?

d. If a mother has one defective x chromosome and one good X chromosome, and the father has good XY chromosomes, what is the probability that a daughter will inherit the disease?

4-2 Beyond the Basics

Odds. In Exercises 37–40, answer the given questions that involve odds.

37. Solitaire Odds A solitaire game was played 500 times. Among the 500 trials, the game was won 77 times. (The results are from the Microsoft solitaire game, and the Vegas rules of “draw 3” with $52 bet and a return of $5 per card are used.) Based on these results, find the odds against winning.

38. Finding Odds in Roulette A roulette wheel has 38 slots. One slot is 0, another is 00, and the others are numbered 1 through 36, respectively. You place a bet that the outcome is an odd number.

a. What is your probability of winning?

b. What are the actual odds against winning?

c. When you bet that the outcome is an odd number, the payoff odds are 1:1. How much profit do you make if you bet $18 and win?

d. How much profit would you make on the $18 bet if you could somehow convince the casino to change its payoff odds so that they are the same as the actual odds against winning? (Recommendation: Don’t actually try to convince any casino of this; their sense of humor is remarkably absent when it comes to things of this sort.)

39. Kentucky Derby Odds When the horse Barbaro won the 132nd Kentucky Derby, a $2 bet that Barbaro would win resulted in a return of $14.20.

a. How much net profit was made from a $2 win bet on Barbaro?

b. What were the payoff odds against a Barbaro win?

c. Based on preliminary wagering before the race, bettors collectively believed that Barbaro had a 57/500 probability of winning. Assuming that 57/500 was the true probability of a Barbaro victory, what were the actual odds against his winning?

d. If the payoff odds were the actual odds found in part (c), how much would a $2 win ticket be worth after the Barbaro win?

40. Finding Probability from Odds If the actual odds against event A are a:b, then \( P(A) = \frac{b}{a+b} \). Find the probability of the horse Cause to Believe winning the 132nd Kentucky Derby, given that the actual odds against his winning that race were 97:3.

41. Relative Risk and Odds Ratio In a clinical trial of 2103 subjects treated with Nasonex, 26 reported headaches. In a control group of 1671 subjects given a placebo, 22
reported headaches. Denoting the proportion of headaches in the treatment group by \( p_t \), and denoting the proportion of headaches in the control (placebo) group by \( p_c \), the relative risk is \( p_t / p_c \). The relative risk is a measure of the strength of the effect of the Nasonex treatment. Another such measure is the odds ratio, which is the ratio of the odds in favor of a headache for the treatment group to the odds in favor of a headache for the control (placebo) group, found by evaluating the following:

\[
\frac{p_t / (1 - p_t)}{p_c / (1 - p_c)}
\]

The relative risk and odds ratios are commonly used in medicine and epidemiological studies. Find the relative risk and odds ratio for the headache data. What do the results suggest about the risk of a headache from the Nasonex treatment?

42. Flies on an Orange If two flies land on an orange, find the probability that they are on points that are within the same hemisphere.

43. Points on a Stick Two points along a straight stick are randomly selected. The stick is then broken at those two points. Find the probability that the three resulting pieces can be arranged to form a triangle. (This is possibly the most difficult exercise in this book.)

**Boys and Girls Are Not Equally Likely**

In many probability calculations, good results are obtained by assuming that boys and girls are equally likely to be born. In reality, a boy is more likely to be born (with probability 0.512) than a girl (with probability 0.488). These results are based on recent data from the National Center for Health Statistics, which showed that the 4,112,856 births in one year included 2,105,458 boys and 2,007,398 girls. Researchers monitor these probabilities for changes that might suggest such factors as changes in the environment and exposure to chemicals.
Table 4-1  Results from Experiments with Polygraph Instruments

<table>
<thead>
<tr>
<th>Did the Subject Actually Lie?</th>
<th>No (Did Not Lie)</th>
<th>Yes (Lied)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive test result</td>
<td>15 (false positive)</td>
<td>42 (true positive)</td>
</tr>
<tr>
<td>(Polygraph test indicated that the subject lied.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative test result</td>
<td>32 (true negative)</td>
<td>9 (false negative)</td>
</tr>
<tr>
<td>(Polygraph test indicated that the subject did not lie.)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

or a subject who lied) when one of the 98 test results is randomly selected. Refer to Table 4-1 and carefully count the number of subjects who tested positive or lied, but be careful to count subjects once, not twice. Examination of Table 4-1 shows that 66 subjects had positive test results or lied. *(Important: It is wrong to add the 57 subjects with positive test results to the 51 subjects who lied, because this total of 108 counts 42 of the subjects twice.)* See the role that the correct total of 66 plays in the following example.

**Example 1** Polygraph Test  Refer to Table 4-1. If 1 subject is randomly selected from the 98 subjects given a polygraph test, find the probability of selecting a subject who had a positive test result or lied.

**Solution** From Table 4-1 we see that there are 66 subjects who had a positive test result or lied. We obtain that total of 66 by adding the subjects who tested positive to the subjects who lied, being careful to count everyone only once. Dividing the total of 66 by the overall total of 98, we get:  

\[ P(\text{positive test result or lied}) = \frac{66}{98} = 0.673 \]

In Example 1, there are several ways to count the subjects who tested positive or lied. Any of the following would work:

- Color the cells representing subjects who tested positive or lied, then add the numbers in those colored cells, being careful to add each number only once. This approach yields
  
  \[15 + 42 + 9 = 66\]

- Add the 57 subjects who tested positive to the 51 subjects who lied, but the total of 108 involves double-counting of 42 subjects, so compensate for the double-counting by subtracting the overlap consisting of the 42 subjects who were counted twice. This approach yields a result of
  
  \[57 + 51 - 42 = 66\]

- Start with the total of 57 subjects who tested positive, then add those subjects who lied and were not yet included in that total, to get a result of
  
  \[57 + 9 = 66\]

Example 1 illustrates that when finding the probability of an event \(A\) or event \(B\), use of the word “or” suggests addition, and the addition must be done without double-counting.

The preceding example suggests a general rule whereby we add the number of outcomes corresponding to each of the events in question:

**When finding the probability that event \(A\) occurs or event \(B\) occurs, find the total of the number of ways \(A\) can occur and the number of ways \(B\)**


can occur, but find that total in such a way that no outcome is counted more than once.

CAUTION
When using the addition rule, always be careful to avoid counting outcomes more than once.

One way to formalize the rule is to combine the number of ways event $A$ can occur with the number of ways event $B$ can occur and, if there is any overlap, compensate by subtracting the number of outcomes that are counted twice, as in the following rule.

Formal Addition Rule

$$P(A \text{ or } B) = P(A) + P(B) - P(A \text{ and } B)$$

where $P(A \text{ and } B)$ denotes the probability that $A$ and $B$ both occur at the same time as an outcome in a trial of a procedure.

Although the formal addition rule is presented as a formula, blind use of formulas is not recommended. It is generally better to understand the spirit of the rule and use that understanding, as follows.

Intuitive Addition Rule
To find $P(A \text{ or } B)$, find the sum of the number of ways event $A$ can occur and the number of ways event $B$ can occur, adding in such a way that every outcome is counted only once. $P(A \text{ or } B)$ is equal to that sum, divided by the total number of outcomes in the sample space.

The addition rule is simplified when the events are disjoint.

DEFINITION
Events $A$ and $B$ are disjoint (or mutually exclusive) if they cannot occur at the same time. (That is, disjoint events do not overlap.)

EXAMPLE 2
Polygraph Test Refer to Table 4-1.

a. Consider the procedure of randomly selecting 1 of the 98 subjects included in Table 4-1. Determine whether the following events are disjoint:

$A$: Getting a subject with a negative test result.
$B$: Getting a subject who did not lie.

b. Assuming that 1 subject is randomly selected from the 98 that were tested, find the probability of selecting a subject who had a negative test result or did not lie.
SOLUTION

a. In Table 4-1 we see that there are 41 subjects with negative test results and there are 47 subjects who did not lie. The event of getting a subject with a negative test result and getting a subject who did not lie can occur at the same time (because there are 32 subjects who had negative test results and did not lie). Because those events overlap, they can occur at the same time and we say that the events are not disjoint.

b. In Table 4-1 we must find the total number of subjects who had negative test results or did not lie, but we must find that total without double-counting. We get a total of 56 (from 32 + 9 + 15). Because 56 subjects had negative test results or did not lie, and because there are 98 total subjects included, we see that

\[ P(\text{negative test result or did not lie}) = \frac{56}{98} = 0.571 \]

Figure 4-3 shows a Venn diagram that provides a visual illustration of the formal addition rule. In this figure we can see that the probability of \( A \) or \( B \) equals the probability of \( A \) (left circle) plus the probability of \( B \) (right circle) minus the probability of \( A \) and \( B \) (football-shaped middle region). This figure shows that the addition of the areas of the two circles will cause double-counting of the football-shaped middle region. This is the basic concept that underlies the addition rule. Because of the relationship between the addition rule and the Venn diagram shown in Figure 4-3, the notation \( P(A \cup B) \) is sometimes used in place of \( P(A \or B) \). Similarly, the notation \( P(A \cap B) \) is sometimes used in place of \( P(A \and B) \) so the formal addition rule can be expressed as

\[ P(A \or B) = P(A) + P(B) - P(A \and B) \]

Whenever \( A \) and \( B \) are disjoint, \( P(A \and B) \) becomes zero in the addition rule. Figure 4-4 illustrates that when \( A \) and \( B \) are disjoint, we have \( P(A \or B) = P(A) + P(B) \).

We can summarize the key points of this section as follows:

1. To find \( P(A \or B) \), begin by associating use of the word “or” with addition.
2. Consider whether events \( A \) and \( B \) are disjoint; that is, can they happen at the same time? If they are not disjoint (that is, they can happen at the same time), be sure to avoid (or at least compensate for) double-counting when adding the relevant probabilities. If you understand the importance of not double-counting when you find \( P(A \or B) \), you don’t necessarily have to calculate the value of \( P(A) + P(B) - P(A \and B) \).

Errors made when applying the addition rule often involve double-counting; that is, events that are not disjoint are treated as if they were. One indication of such an error is a total probability that exceeds 1; however, errors involving the addition rule do not always cause the total probability to exceed 1.

Complementary Events

In Section 4-2 we defined the complement of event \( A \) and denoted it by \( \bar{A} \). We said that \( \bar{A} \) consists of all the outcomes in which event \( A \) does not occur. Events \( A \) and \( \bar{A} \) must be disjoint, because it is impossible for an event and its complement to occur at the same time. Also, we can be absolutely certain that \( A \) either does or does not occur, which implies that either \( A \) or \( \bar{A} \) must occur. These observations let us apply the addition rule for disjoint events as follows:

\[ P(A \or \bar{A}) = P(A) + P(\bar{A}) = 1 \]
We justify $P(A \lor \overline{A}) = P(A) + P(\overline{A})$ by noting that $A$ and $\overline{A}$ are disjoint; we justify the total of 1 by our certainty that $A$ either does or does not occur. This result of the addition rule leads to the following three equivalent expressions.

**Rule of Complementary Events**

\[
\begin{align*}
P(A) + P(\overline{A}) &= 1 \\
P(\overline{A}) &= 1 - P(A) \\
P(A) &= 1 - P(\overline{A})
\end{align*}
\]

Figure 4-5 visually displays the relationship between $P(A)$ and $P(\overline{A})$.

**Example 3**

FBI data show that 62.4% of murders are cleared by arrests. We can express the probability of a murder being cleared by an arrest as $P(\text{cleared}) = 0.624$. For a randomly selected murder, find $P(\overline{\text{cleared}})$.

**Solution**

Using the rule of complementary events, we get

\[
P(\overline{\text{cleared}}) = 1 - P(\text{cleared}) = 1 - 0.624 = 0.376
\]

That is, the probability of a randomly selected murder case not being cleared by an arrest is 0.376.

A major advantage of the rule of complementary events is that it simplifies certain problems, as we illustrate in Section 4-5.

### 4-3 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Disjoint Events** A single trial of some procedure is conducted and the resulting events are analyzed. In your own words, describe what it means for two events in a single trial to be disjoint.

2. **Disjoint Events and Complements** When considering events resulting from a single trial, if one event is the complement of another event, must those two events be disjoint? Why or why not?

3. **Notation** Using the context of the addition rule presented in this section and using your own words, describe what $P(A \text{ and } B)$ denotes.

4. **Addition Rule** When analyzing results from a test of the Microsort gender selection technique developed by the Genetics IVF Institute, a researcher wants to compare the results to those obtained from a coin toss. Consider $P(G \text{ or } H)$, which is the probability of getting a baby girl or getting heads from a coin toss. Explain why the addition rule does not apply to $P(G \text{ or } H)$.

**Determining Whether Events Are Disjoint.** For Exercises 5–12, determine whether the two events are disjoint for a single trial. Hint: (Consider “disjoint” to be equivalent to “separate” or “not overlapping.”)

5. Randomly selecting a physician at Bellevue Hospital in New York City and getting a surgeon
6. Randomly selecting a physician at Bellevue Hospital in New York City and getting a female
6. Conducting a Pew Research Center poll and randomly selecting a subject who is a Republican
Conducting a Pew Research Center poll and randomly selecting a subject who is a Democrat
7. Randomly selecting a Corvette from the Chevrolet assembly line and getting one that is
free of defects
Randomly selecting a Corvette from the Chevrolet assembly line and getting one with a dead battery
8. Randomly selecting a fruit fly with red eyes
Randomly selecting a fruit fly with sepia (dark brown) eyes
9. Receiving a phone call from a volunteer survey subject who believes that there is solid
evidence of global warming
Receiving a phone call from a volunteer survey subject who is opposed to stem cell research
10. Randomly selecting someone treated with the cholesterol-reducing drug Lipitor
Randomly selecting someone in a control group given no medication
11. Randomly selecting a movie with a rating of R
Randomly selecting a movie with a rating of four stars
12. Randomly selecting a college graduate
Randomly selecting someone who is homeless

Finding Complements. In Exercises 13–16, find the indicated complements.

13. STATDISK Survey Based on a recent survey of STATDISK users, it is found that
\( P(M) = 0.05 \), where \( M \) is the event of getting a Macintosh user when a STATDISK user is
randomly selected. If a STATDISK user is randomly selected, what does \( P(\overline{M}) \) signify?
What is its value?

14. Colorblindness Women have a 0.25% rate of red/green color blindness. If a woman
is randomly selected, what is the probability that she does not have red/green color blindness?
(Hint: The decimal equivalent of 0.25% is 0.0025, not 0.25.)

15. Pew Poll A Pew Research Center poll showed that 79% of Americans believe that it is
morally wrong to not report all income on tax returns. What is the probability that an American
does not have that belief?

16. Sobriety Checkpoint When the author observed a sobriety checkpoint conducted by
the Dutchess County Sheriff Department, he saw that 676 drivers were screened and 6 were
arrested for driving while intoxicated. Based on those results, we can estimate that \( P(I) = 0.00888 \),
where \( I \) denotes the event of screening a driver and getting someone who is intoxicated.
What does \( P(\overline{I}) \) denote and what is its value?

In Exercises 17–20, use the polygraph test data given in Table 4-1, which is included with the Chapter Problem.

17. Polygraph Test If one of the test subjects is randomly selected, find the probability that
the subject had a positive test result or did not lie.

18. Polygraph Test If one of the test subjects is randomly selected, find the probability that
the subject did not lie.

19. Polygraph Test If one of the subjects is randomly selected, find the probability that the
subject had a true negative test result.

20. Polygraph Test If one of the subjects is randomly selected, find the probability that the
subject had a negative test result or lied.

In Exercises 21–26, use the data in the accompanying table, which summarizes challenges by tennis players (based on data reported in USA Today). The results are from the first U.S. Open that used the Hawk-Eye electronic system for displaying an instant replay used to determine whether the ball is in bounds or out of bounds. In each case, assume that one of the challenges is randomly selected.

<table>
<thead>
<tr>
<th></th>
<th>Was the challenge to the call successful?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Men</td>
<td>201</td>
</tr>
<tr>
<td>Women</td>
<td>126</td>
</tr>
</tbody>
</table>
For Exercises 21–26, see the instructions and table on the preceding page.

21. Tennis Instant Replay If \( S \) denotes the event of selecting a successful challenge, find \( P(S) \).

22. Tennis Instant Replay If \( M \) denotes the event of selecting a challenge made by a man, find \( P(M) \).

23. Tennis Instant Replay Find the probability that the selected challenge was made by a man or was successful.

24. Tennis Instant Replay Find the probability that the selected challenge was made by a woman or was successful.

25. Tennis Instant Replay Find \( P(\text{challenge was made by a man or was not successful}) \).

26. Tennis Instant Replay Find \( P(\text{challenge was made by a woman or was not successful}) \).

In Exercises 27–32, refer to the following table summarizing results from a study of people who refused to answer survey questions (based on data from “I Hear You Knocking but You Can’t Come In,” by Fitzgerald and Fuller, Sociological Methods and Research, Vol. 11, No. 1). In each case, assume that one of the subjects is randomly selected.

<table>
<thead>
<tr>
<th>Age</th>
<th>18–21</th>
<th>22–29</th>
<th>30–39</th>
<th>40–49</th>
<th>50–59</th>
<th>60 and over</th>
</tr>
</thead>
<tbody>
<tr>
<td>Responded</td>
<td>73</td>
<td>255</td>
<td>245</td>
<td>136</td>
<td>138</td>
<td>202</td>
</tr>
<tr>
<td>Refused</td>
<td>11</td>
<td>20</td>
<td>33</td>
<td>16</td>
<td>27</td>
<td>49</td>
</tr>
</tbody>
</table>

27. Survey Refusals What is the probability that the selected person refused to answer? Does that probability value suggest that refusals are a problem for pollsters? Why or why not?

28. Survey Refusals A pharmaceutical company is interested in opinions of the elderly, because they are either receiving Medicare or will receive it soon. What is the probability that the selected subject is someone 60 and over who responded?

29. Survey Refusals What is the probability that the selected person responded or is in the 18–21 age bracket?

30. Survey Refusals What is the probability that the selected person refused to respond or is over 59 years of age?

31. Survey Refusals A market researcher is interested in responses, especially from those between the ages of 22 and 39, because they are the people more likely to make purchases. Find the probability that a selected subject responds or is aged between the ages of 22 and 39.

32. Survey Refusals A market researcher is not interested in refusals or subjects below 22 years of age or over 59. Find the probability that the selected person refused to answer or is below 22 or is older than 59.

In Exercises 33–38, use these results from the “1-Panel-THC” test for marijuana use, which is provided by the company Drug Test Success: Among 143 subjects with positive test results, there are 24 false positive results; among 157 negative results, there are 3 false negative results. (Hint: Construct a table similar to Table 4-1, which is included with the Chapter Problem.)

33. Screening for Marijuana Use
   a. How many subjects are included in the study?
   b. How many subjects did not use marijuana?
   c. What is the probability that a randomly selected subject did not use marijuana?

34. Screening for Marijuana Use If one of the test subjects is randomly selected, find the probability that the subject tested positive or used marijuana.

35. Screening for Marijuana Use If one of the test subjects is randomly selected, find the probability that the subject tested negative or did not use marijuana.
36. Screening for Marijuana Use If one of the test subjects is randomly selected, find the probability that the subject actually used marijuana. Do you think that the result reflects the marijuana use rate in the general population?

37. Screening for Marijuana Use Find the probability of a false positive or false negative. What does the result suggest about the test’s accuracy?

38. Screening for Marijuana Use Find the probability of a correct result by finding the probability of a true positive or a true negative. How does this result relate to the result from Exercise 37?

40. Disjoint Events If events $A$ and $B$ are disjoint and events $B$ and $C$ are disjoint, must events $A$ and $C$ be disjoint? Give an example supporting your answer.

41. Exclusive Or The formal addition rule expressed the probability of $A$ or $B$ as follows: $P(A \text{ or } B) = P(A) + P(B) - P(A \text{ and } B)$. Rewrite the expression for $P(A \text{ or } B)$ assuming that the addition rule uses the exclusive or instead of the inclusive or. (Recall that the exclusive or means either one or the other but not both.)

42. Extending the Addition Rule Extend the formal addition rule to develop an expression for $P(A \text{ or } B \text{ or } C)$. (Hint: Draw a Venn diagram.)

43. Complements and the Addition Rule

a. Develop a formula for the probability of not getting either $A$ or $B$ on a single trial. That is, find an expression for $P(\overline{A} \text{ or } \overline{B})$.

b. Develop a formula for the probability of not getting $A$ or not getting $B$ on a single trial. That is, find an expression for $P(\overline{A} \text{ or } \overline{B})$.

c. Compare the results from parts (a) and (b). Does $P(\overline{A} \text{ or } \overline{B}) = P(\overline{A} \text{ or } \overline{B})$?

Key Concept In Section 4-3 we presented the addition rule for finding $P(A \text{ or } B)$, the probability that a single trial has an outcome of $A$ or $B$ or both. In this section we present the basic multiplication rule, which is used for finding $P(A \text{ and } B)$, the probability that event $A$ occurs in a first trial and event $B$ occurs in a second trial. If the outcome of the first event $A$ somehow affects the probability of the second event $B$, it is important to adjust the probability of $B$ to reflect the occurrence of event $A$. The rule for finding $P(A \text{ and } B)$ is called the multiplication rule because it involves the multiplication of the probability of event $A$ and the probability of event $B$ (where, if necessary, the probability of event $B$ is adjusted because of the outcome of event $A$). In Section 4-3 we associated use of the word “or” with addition. In this section we associate use of the word “and” with multiplication.

Notation

$P(A \text{ and } B) = P(\text{event } A \text{ occurs in a first trial and event } B \text{ occurs in a second trial})$
a multiple-choice type with five possible answers (a, b, c, d, e). We will use the following two questions. Try them!

1. True or false: A pound of feathers is heavier than a pound of gold.
2. Who said that “smoking is one of the leading causes of statistics”?
   a. Philip Morris
   b. Smokey Robinson
   c. Fletcher Knebel
   d. R. J. Reynolds
   e. Virginia Slims

The answers to the two questions are T (for “true”) and c. (The first answer is true. Weights of feathers are given in Avoirdupois units, but weights of gold and other precious metals are given in Troy units. An Avoirdupois pound is 453.59 g, which is greater than the 373.24 g in a Troy pound. The second answer is Fletcher Knebel, who was a political columnist and author of books, including Seven Days in May.)

One way to find the probability that if someone makes random guesses for both answers, the first answer will be correct and the second answer will be correct, is to list the sample space as follows:

\[
\text{T, a T, b T, c T, d T, e}
\]
\[
\text{F, a F, b F, c F, d F, e}
\]

If the answers are random guesses, then the above 10 possible outcomes are equally likely, so

\[
P(\text{both correct}) = P(T \text{ and } c) = \frac{1}{10} = 0.1
\]

Now note that \( P(T \text{ and } c) = 1/10, P(T) = 1/2, \) and \( P(c) = 1/5, \) from which we see that

\[
\frac{1}{10} = \frac{1}{2} \cdot \frac{1}{5}
\]

so that

\[
P(T \text{ and } c) = P(T) \times P(c)
\]

This suggests that, in general, \( P(A \text{ and } B) = P(A) \cdot P(B), \) but let’s consider another example before accepting that generalization.

A tree diagram is a picture of the possible outcomes of a procedure, shown as line segments emanating from one starting point. These diagrams are sometimes helpful in determining the number of possible outcomes in a sample space, if the number of possibilities is not too large. The tree diagram shown in Figure 4-6 summarizes the outcomes of the true/false and multiple-choice questions. From Figure 4-6 we see that if both answers are random guesses, all 10 branches are equally likely and the probability of getting the correct pair (T, c) is 1/10. For each response to the first question, there are 5 responses to the second. The total number of outcomes is 5 taken 2 times, or 10. The tree diagram in Figure 4-6 therefore provides a visual illustration for using multiplication.

The preceding discussion of the true/false and multiple-choice questions suggests that \( P(A \text{ and } B) = P(A) \cdot P(B), \) but Example 1 shows another critical element that should be considered.

\[
\text{Figure 4-6 Tree Diagram of Test Answers}
\]
**Example 1** Polygraph Test If two of the subjects included in Table 4-1 are randomly selected *without replacement*, find the probability that the first selected person had a positive test result and the second selected person had a negative test result.

<table>
<thead>
<tr>
<th>Did the Subject Actually Lie?</th>
<th>No (Did Not Lie)</th>
<th>Yes (Lied)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive test result</td>
<td>15 (false positive)</td>
<td>42 (true positive)</td>
</tr>
<tr>
<td>(Polygraph test indicated that the subject lied.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative test result</td>
<td>32 (true negative)</td>
<td>9 (false negative)</td>
</tr>
<tr>
<td>(Polygraph test indicated that the subject did not lie.)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Solution**

First selection:

\[ P(\text{positive test result}) = \frac{57}{98} \]

(because there are 57 subjects who tested positive, and the total number of subjects is 98).

Second selection:

\[ P(\text{negative test result}) = \frac{41}{97} \]

(after the first selection of a subject with a positive test result, there are 97 subjects remaining, 41 of whom had negative test results).

With \( P(\text{first subject has positive test result}) = \frac{57}{98} \) and \( P(\text{second subject has negative test result}) = \frac{41}{97} \) we have

\[ P(\text{1st subject has positive test result and 2nd subject has negative result}) = \frac{57}{98} \cdot \frac{41}{97} = 0.246 \]

The key point is this: *We must adjust the probability of the second event to reflect the outcome of the first event.* Because selection of the second subject is made *without replacement* of the first subject, the second probability must take into account the fact that the first selection removed a subject who tested positive, so only 97 subjects are available for the second selection, and 41 of them had a negative test result.

Example 1 illustrates the important principle that the *probability for the second event B should take into account the fact that the first event A has already occurred.* This principle is often expressed using the following notation.

**Notation for Conditional Probability**

\( P(B \mid A) \) represents the probability of event B occurring after it is assumed that event A has already occurred. (We can read \( B \mid A \) as “B given A” or as “event B occurring after event A has already occurred.”)

For example, playing the California lottery and then playing the New York lottery are *independent* events because the result of the California lottery has absolutely no effect on the probabilities of the outcomes of the New York lottery. In contrast, the event of having your car start and the event of getting to your statistics class on time are *dependent* events, because the outcome of trying to start your car does affect the probability of getting to the statistics class on time.
Two events $A$ and $B$ are independent if the occurrence of one does not affect the probability of the occurrence of the other. (Several events are similarly independent if the occurrence of any does not affect the probabilities of the occurrence of the others.) If $A$ and $B$ are not independent, they are said to be dependent.

Two events are dependent if the occurrence of one of them affects the probability of the occurrence of the other, but this does not necessarily mean that one of the events is a cause of the other. See Exercise 9.

Using the preceding notation and definitions, along with the principles illustrated in the preceding examples, we can summarize the key concept of this section as the following formal multiplication rule, but it is recommended that you work with the intuitive multiplication rule, which is more likely to reflect understanding instead of blind use of a formula.

**Formal Multiplication Rule**

$$P(A \text{ and } B) = P(A) \cdot P(B|A)$$

If $A$ and $B$ are independent events, $P(B|A)$ is the same as $P(B)$. See the following intuitive multiplication rule. (Also see Figure 4-7.)

**Intuitive Multiplication Rule**

When finding the probability that event $A$ occurs in one trial and event $B$ occurs in the next trial, multiply the probability of event $A$ by the probability of event $B$, but be sure that the probability of event $B$ takes into account the previous occurrence of event $A$.

![Diagram](image-url)
CAUTION

When applying the multiplication rule, always consider whether the events are independent or dependent, and adjust the calculations accordingly.

In Example 2, we consider two situations: (1) The items are selected with replacement; (2) the items are selected without replacement. If items are selected with replacement, each selection begins with exactly the same collection of items, but if items are selected without replacement, the collection of items changes after each selection, and we must take those changes into account.

**Example 2**  
**Quality Control in Manufacturing** Pacemakers are implanted in patients for the purpose of stimulating pulse rate when the heart cannot do it alone. Each year, there are more than 250,000 pacemakers implanted in the United States. Unfortunately, pacemakers sometimes fail, but the failure rate is low, such as 0.0014 per year (based on data from “Pacemaker and ICD Generator Malfunctions,” by Maisel, et al., *Journal of the American Medical Association*, Vol. 295, No. 16). We will consider a small sample of five pacemakers, including three that are good (denoted here by G) and two that are defective (denoted here by D). A medical researcher wants to randomly select two of the pacemakers for further experimentation. Find the probability that the first selected pacemaker is good (G) and the second pacemaker is also good (G). Use each of the following assumptions.

a. Assume that the two random selections are made with replacement, so that the first selected pacemaker is replaced before the second selection is made.

b. Assume that the two random selections are made without replacement, so that the first selected pacemaker is not replaced before the second selection is made.

**Solution**

Before proceeding, it would be helpful to visualize the three good pacemakers and the two defective pacemakers in a way that provides us with greater clarity, as shown below.

```
G G G D D
```

a. If the two pacemakers are randomly selected with replacement, the two selections are independent because the second event is not affected by the first outcome. In each of the two selections there are three good (G) pacemakers and two that are defective (D), so we get

\[
P(\text{first pacemaker is G and second pacemaker is G}) = \frac{3}{5} \cdot \frac{3}{5} = \frac{9}{25} \text{ or } 0.36
\]

b. If the two pacemakers are randomly selected without replacement, the two selections are dependent because the probability of the second event is affected by the first outcome. In the first selection, three of the five pacemakers are good (G). After selecting a good pacemaker on the first selection, we are left with four pacemakers including two that are good. We therefore get

\[
P(\text{first pacemaker is G and second pacemaker is G}) = \frac{3}{5} \cdot \frac{2}{4} = \frac{6}{20} \text{ or } 0.3
\]

**Convicted by Probability**

A witness described a Los Angeles robber as a Caucasian woman with blond hair in a ponytail who escaped in a yellow car driven by an African-American male with a mustache and beard. Janet and Malcolm Collins fit this description, and they were convicted based on testimony that there is only about 1 chance in 12 million that any couple would have these characteristics. It was estimated that the probability of a yellow car is 1/10, and the other probabilities were estimated to be 1/10, 1/3, 1/10, and 1/1000. The convictions were later overturned when it was noted that no evidence was presented to support the estimated probabilities or the independence of the events. However, because the couple was not randomly selected, a serious error was made in not considering the probability of other couples being in the same region with the same characteristics.

continued
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Note that in part (b) we adjust the second probability to take into account the selection of a good pacemaker (G) in the first outcome. After selecting G the first time, there would be two Gs among the four pacemakers that remain. When considering whether to sample with replacement or without replacement, it might seem obvious that a medical researcher would not sample with replacement, as in part (a). However, in statistics we have a special interest in sampling with replacement. (See Section 6-4.)

So far we have discussed two events, but the multiplication rule can be easily extended to several events. In general, the probability of any sequence of independent events is simply the product of their corresponding probabilities. For example, the probability of tossing a coin three times and getting all heads is $0.5 \cdot 0.5 \cdot 0.5 = 0.125$. We can also extend the multiplication rule so that it applies to several dependent events; simply adjust the probabilities as you go along.

Treating Dependent Events as Independent  Part (b) of Example 2 involved selecting items without replacement, and we therefore treated the events as being dependent. However, some calculations are cumbersome, but they can be made manageable by using the common practice of treating events as independent when small samples are drawn from large populations. In such cases, it is rare to select the same item twice. Here is a common guideline routinely used with applications such as analyses of poll results.

Treating Dependent Events as Independent: The 5% Guideline for Cumbersome Calculations

If calculations are very cumbersome and if a sample size is no more than 5% of the size of the population, treat the selections as being independent (even if the selections are made without replacement, so they are technically dependent).

Example 3  Quality Control in Manufacturing  Assume that we have a batch of 100,000 heart pacemakers, including 99,950 that are good (G) and 50 that are defective (D).

a. If two of those 100,000 pacemakers are randomly selected without replacement, find the probability that they are both good.

b. If 20 of those 100,000 pacemakers are randomly selected without replacement, find the probability that they are all good.

Solution  First, note that 5% of 100,000 is $(0.05)(100,000) = 5000$.

a. Even though the sample size of two is no more than 5% of the size of the population of 100,000, we will not use the 5% guideline because the exact calculation is quite easy, as shown on the following page.
b. With 20 pacemakers randomly selected without replacement, the exact calculation becomes quite cumbersome:

\[ P(\text{all 20 pacemakers are good}) = \frac{99,950}{100,000} \cdot \frac{99,949}{99,999} \cdot \frac{99,948}{99,998} \cdots \frac{99,931}{99,981} \]

\[ = \left( \frac{99,950}{100,000} \right)^{20} \approx 0.999 \quad \text{(20 different factors)} \]

Because this calculation is extremely cumbersome, we use the 5% guideline by treating the events as independent, even though they are actually dependent. Note that the sample size of 20 is no more than 5% of the population of 100,000, as required. Treating the events as independent, we get the following result, which is easy to calculate.

\[ P(\text{all 20 pacemakers are good}) = \frac{99,950}{100,000} \cdot \frac{99,950}{100,000} \cdot \frac{99,950}{100,000} \cdots \frac{99,950}{100,000} \]

\[ = \left( \frac{99,950}{100,000} \right)^{20} = 0.999 \quad \text{(20 identical factors)} \]

Because the result is rounded to three decimal places, in this case we get the same result that would be obtained by performing the more cumbersome exact calculation with dependent events.

The following example is designed to illustrate the importance of carefully identifying the event being considered. Note that parts (a) and (b) appear to be quite similar, but their solutions are very different.

**Example 4**

**Birthdays** Assume that two people are randomly selected and also assume that birthdays occur on the days of the week with equal frequencies.

a. Find the probability that the two people are born on the same day of the week.

b. Find the probability that the two people are both born on Monday.

**Solution**

a. Because no particular day of the week is specified, the first person can be born on any one of the seven week days. The probability that the second person is born on the same day as the first person is \( \frac{1}{7} \). The probability that two people are born on the same day of the week is therefore \( \frac{1}{7} \).

continued
Important Applications of the Multiplication Rule

The following two examples illustrate practical applications of the multiplication rule. Example 5 gives us some insight into hypothesis testing (which is introduced in Chapter 8), and Example 6 illustrates the principle of redundancy, which is used to increase the reliability of many mechanical and electrical systems.

**Example 5**

**Effectiveness of Gender Selection** A geneticist developed a procedure for increasing the likelihood of female babies. In an initial test, 20 couples use the method and the results consist of 20 females among 20 babies. Assuming that the gender-selection procedure has no effect, find the probability of getting 20 females among 20 babies by chance. Does the resulting probability provide strong evidence to support the geneticist’s claim that the procedure is effective in increasing the likelihood that babies will be females?

**Solution**

We want to find \( P(\text{all 20 babies are female}) \) with the assumption that the procedure has no effect, so that the probability of any individual offspring being a female is 0.5. Because separate pairs of parents were used, we will treat the events as if they are independent. We get this result:

\[
P(\text{all 20 offspring are female}) = P(1st \text{ is female and 2nd is female and 3rd is female} \ldots \text{ and 20th is female})
= P(\text{female}) \cdot P(\text{female}) \cdot \ldots \cdot P(\text{female})
= 0.5 \cdot 0.5 \cdot \ldots \cdot 0.5
= 0.5^{20} = 0.000000954
\]

The low probability of 0.000000954 indicates that instead of getting 20 females by chance, a more reasonable explanation is that females appear to be more likely with the gender-selection procedure. Because there is such a small probability (0.000000954) of getting 20 females in 20 births, we do have strong evidence to support the geneticist’s claim that the gender-selection procedure is effective in increasing the likelihood that babies will be female.

**Example 6**

**Redundancy for Increased Reliability** Modern aircraft engines are now highly reliable. One design feature contributing to that reliability is the use of redundancy, whereby critical components are duplicated so that if one fails, the other will work. For example, single-engine aircraft now have two independent electrical systems so that if one electrical system fails, the other can continue to work so that the engine does not fail. For the purposes of this example, we will assume that the probability of an electrical system failure is 0.001.
4-4 Multiplication Rule: Basics

**a.** If the engine in an aircraft has one electrical system, what is the probability that it will work?

**b.** If the engine in an aircraft has two independent electrical systems, what is the probability that the engine can function with a working electrical system?

**SOLUTION**

**a.** If the probability of an electrical system failure is 0.001, the probability that it does not fail is 0.999. That is, the probability that the engine can function with a working electrical system is as follows:

\[ P(\text{working electrical system}) = P(\text{electrical system does not fail}) \]
\[ = 1 - P(\text{electrical system failure}) = 1 - 0.001 = 0.999 \]

**b.** With two independent electrical systems, the engine will function unless both electrical systems fail. The probability that the two independent electrical systems both fail is found by applying the multiplication rule for independent events as follows.

\[ P(\text{both electrical systems fail}) = P(\text{first electrical system fails and the second electrical system fails}) \]
\[ = 0.001 \times 0.001 = 0.000001 \]

There is a 0.000001 probability of both electrical systems failing, so the probability that the engine can function with a working electrical system is

\[ 1 - 0.000001 = 0.999999 \]

**INTERPRETATION** With only one electrical system we can see that there is a 0.001 probability of failure, but with two independent electrical systems, there is only a 0.000001 probability that the engine will not be able to function with a working electrical system. With two electrical systems, the chance of a catastrophic failure drops from 1 in 1000 to 1 in 1,000,000, resulting in a dramatic increase in safety and reliability. **(Note: For the purposes of this exercise, we assumed that the probability of failure of an electrical system is 0.001, but it is actually much lower. Arjen Romeyn, a transportation safety expert, estimates that the probability of a single engine failure is around 0.0000001 or 0.000000001.)**

We can summarize the addition and multiplication rules as follows:

- **\(P(A \text{ or } B)\):** The word “or” suggests addition, and when adding \(P(A)\) and \(P(B)\), we must be careful to add in such a way that every outcome is counted only once.

- **\(P(A \text{ and } B)\):** The word “and” suggests multiplication, and when multiplying \(P(A)\) and \(P(B)\), we must be careful to be sure that the probability of event \(B\) takes into account the previous occurrence of event \(A\).

---

4-4 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Independent Events** Create your own example of two events that are independent, and create another example of two other events that are dependent. Do not use examples given in this section.
2. **Notation** In your own words, describe what the notation $P(B|A)$ represents.

3. **Sample for a Poll** There are currently 477,938 adults in Alaska, and they are all included in one big numbered list. The Gallup Organization uses a computer to randomly select 1068 different numbers between 1 and 477,938, and then contacts the corresponding adults for a poll. Are the events of selecting the adults actually independent or dependent? Explain.

4. **5% Guideline** Can the events described in Exercise 3 be treated as independent? Explain.

**Identifying Events as Independent or Dependent.** In Exercises 5–12, for each given pair of events, classify the two events as independent or dependent. (If two events are technically dependent but can be treated as if they are independent according to the 5% guideline, consider them to be independent.)

5. Randomly selecting a TV viewer who is watching *Saturday Night Live*
   Randomly selecting a second TV viewer who is watching *Saturday Night Live*

6. Finding that your car radio works
   Finding that your car headlights work

7. Wearing plaid shorts with black socks and sandals
   Asking someone on a date and getting a positive response

8. Finding that your cell phone works
   Finding that your car starts

9. Finding that your television works
   Finding that your refrigerator works

10. Finding that your calculator works
    Finding that your computer works

11. Randomly selecting a consumer from California
    Randomly selecting a consumer who owns a television

12. Randomly selecting a consumer who owns a computer
    Randomly selecting a consumer who uses the Internet

**Polygraph Test.** In Exercises 13–16, use the sample data in Table 4-1. (See Example 1.)

13. **Polygraph Test** If 2 of the 98 test subjects are randomly selected without replacement, find the probability that they both had false positive results. Is it unusual to randomly select 2 subjects without replacement and get 2 results that are both false positive results? Explain.

14. **Polygraph Test** If 3 of the 98 test subjects are randomly selected without replacement, find the probability that they all had false positive results. Is it unusual to randomly select 3 subjects without replacement and get 3 results that are all false positive results? Explain.

15. **Polygraph Test** If four of the test subjects are randomly selected without replacement, find the probability that, in each case, the polygraph indicated that the subject lied. Is such an event unusual?

16. **Polygraph Test** If four of the test subjects are randomly selected without replacement, find the probability that they all had incorrect test results (either false positive or false negative). Is such an event likely?

**In Exercises 17–20, use the data in the following table, which summarizes blood groups and Rh types for 100 subjects. These values may vary in different regions according to the ethnicity of the population.**

<table>
<thead>
<tr>
<th>Type</th>
<th>O</th>
<th>A</th>
<th>B</th>
<th>AB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rh⁺</td>
<td>39</td>
<td>35</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Rh⁻</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
17. **Blood Groups and Types** If 2 of the 100 subjects are randomly selected, find the probability that they are both group O and type Rh⁺.
   
a. Assume that the selections are made with replacement.
   
b. Assume that the selections are made without replacement.

18. **Blood Groups and Types** If 3 of the 100 subjects are randomly selected, find the probability that they are all group B and type Rh⁻.
   
a. Assume that the selections are made with replacement.
   
b. Assume that the selections are made without replacement.

19. **Universal Blood Donors** People with blood that is group O and type Rh⁻ are considered to be universal donors, because they can give blood to anyone. If 4 of the 100 subjects are randomly selected, find the probability that they are all universal donors.
   
a. Assume that the selections are made with replacement.
   
b. Assume that the selections are made without replacement.

20. **Universal Recipients** People with blood that is group AB and type Rh⁺ are considered to be universal recipients, because they can receive blood from anyone. If three of the 100 subjects are randomly selected, find the probability that they are all universal recipients.
   
a. Assume that the selections are made with replacement.
   
b. Assume that the selections are made without replacement.

21. **Guessing** A quick quiz consists of a true/false question followed by a multiple-choice question with four possible answers (a, b, c, d). An unprepared student makes random guesses for both answers.
   
a. Consider the event of being correct with the first guess and the event of being correct with the second guess. Are those two events independent?
   
b. What is the probability that both answers are correct?
   
c. Based on the results, does guessing appear to be a good strategy?

22. **Acceptance Sampling** With one method of a procedure called *acceptance sampling*, a sample of items is randomly selected without replacement and the entire batch is accepted if every item in the sample is okay. The Teletronics Company manufactured a batch of 400 backup power supply units for computers, and 8 of them are defective. If 3 of the units are randomly selected for testing, what is the probability that the entire batch will be accepted?

23. **Poll Confidence Level** It is common for public opinion polls to have a “confidence level” of 95%, meaning that there is a 0.95 probability that the poll results are accurate within the claimed margins of error. If each of the following organizations conducts an independent poll, find the probability that all of them are accurate within the claimed margins of error: Gallup, Roper, Yankelovich, Harris, CNN, ABC, CBS, NBC, *New York Times*. Does the result suggest that with a confidence level of 95%, we can expect that almost all polls will be within the claimed margin of error?

24. **Voice Identification of Criminal** In a case in Riverhead, New York, nine different crime victims listened to voice recordings of five different men. All nine victims identified the same voice as that of the criminal. If the voice identifications were made by random guesses, find the probability that all nine victims would select the same person. Does this constitute reasonable doubt?

25. **Testing Effectiveness of Gender-Selection Method** Recent developments appear to make it possible for couples to dramatically increase the likelihood that they will conceive a child with the gender of their choice. In a test of a gender-selection method, 3 couples try to have baby girls. If this gender-selection method has no effect, what is the probability that the 3 babies will be all girls? If there are actually 3 girls among 3 children, does this gender-selection method appear to be effective? Why or why not?

26. **Testing Effectiveness of Gender Selection** Repeat Exercise 25 for these results: Among 10 couples trying to have baby girls, there are 10 girls among the 10 children. If this
gender-selection method has no effect, what is the probability that the 10 babies will be all girls? If there are actually 10 girls among 10 children, does this gender-selection method appear to be effective? Why or why not?

27. Redundancy The principle of redundancy is used when system reliability is improved through redundant or backup components. Assume that your alarm clock has a 0.9 probability of working on any given morning.

a. What is the probability that your alarm clock will not work on the morning of an important final exam?

b. If you have two such alarm clocks, what is the probability that they both fail on the morning of an important final exam?

c. With one alarm clock, you have a 0.9 probability of being awakened. What is the probability of being awakened if you use two alarm clocks?

d. Does a second alarm clock result in greatly improved reliability?

28. Redundancy The FAA requires that commercial aircraft used for flying in instrument conditions must have two independent radios instead of one. Assume that for a typical flight, the probability of a radio failure is 0.002. What is the probability that a particular flight will be threatened with the failure of both radios? Describe how the second independent radio increases safety in this case.

29. Defective Tires The Wheeling Tire Company produced a batch of 5000 tires that includes exactly 200 that are defective.

a. If 4 tires are randomly selected for installation on a car, what is the probability that they are all good?

b. If 100 tires are randomly selected for shipment to an outlet, what is the probability that they are all good? Should this outlet plan to deal with defective tires returned by consumers?

30. Car Ignition Systems A quality control analyst randomly selects 3 different car ignition systems from a manufacturing process that has just produced 200 systems, including 5 that are defective.

a. Does this selection process involve independent events?

b. What is the probability that all 3 ignition systems are good? (Do not treat the events as independent.)

c. Use the 5% guideline for treating the events as independent, and find the probability that all 3 ignition systems are good.

d. Which answer is better: The answer from part (b) or the answer from part (c)? Why?

4-4 Beyond the Basics

31. System Reliability Refer to the accompanying figure in which surge protectors $p$ and $q$ are used to protect an expensive high-definition television. If there is a surge in the voltage, the surge protector reduces it to a safe level. Assume that each surge protector has a 0.99 probability of working correctly when a voltage surge occurs.

a. If the two surge protectors are arranged in series, what is the probability that a voltage surge will not damage the television? (Do not round the answer.)

b. If the two surge protectors are arranged in parallel, what is the probability that a voltage surge will not damage the television? (Do not round the answer.)

c. Which arrangement should be used for the better protection?
32. Same Birthdays If 25 people are randomly selected, find the probability that no two of them have the same birthday. Ignore leap years.

33. Drawing Cards Two cards are to be randomly selected without replacement from a shuffled deck. Find the probability of getting an ace on the first card and a spade on the second card.

4-5 Multiplication Rule: Complements and Conditional Probability

Key Concept In Section 4-4 we introduced the basic multiplication rule. In this section we extend our use of the multiplication rule to the following two special applications:

1. Probability of “at least one”: Find the probability that among several trials, we get at least one of some specified event.

2. Conditional probability: Find the probability of an event when we have additional information that some other event has already occurred.

We begin with situations in which we want to find the probability that among several trials, at least one will result in some specified outcome.

Complements: The Probability of “At Least One”

Let’s suppose that we want to find the probability that among 3 children, there is “at least one” girl. In such cases, the meaning of the language must be clearly understood:

• “At least one” is equivalent to “one or more.”

• The complement of getting at least one item of a particular type is that you get no items of that type. For example, not getting at least 1 girl among 3 children is equivalent to getting no girls (or 3 boys).

We can use the following procedure to find the probability of at least one of some event.

Find the probability of at least one of some event by using these steps:

1. Use the symbol \( A \) to denote the event of getting at least one.

2. Let \( A \) represent the event of getting none of the items being considered.

3. Calculate the probability that none of the outcomes results in the event being considered.

4. Subtract the result from 1. That is, evaluate this expression:

\[
P(\text{at least one}) = 1 - P(\text{none}).
\]

Gender of Children Find the probability of a couple having at least 1 girl among 3 children. Assume that boys and girls are equally likely and that the gender of a child is independent of any other child.

Step 1: Use a symbol to represent the event desired. In this case, let \( A = \) at least 1 of the 3 children is a girl.

Princeton Closes Its ESP Lab

The Princeton Engineering Anomalies Research (PEAR) laboratory recently closed, after it had been in operation since 1975. The purpose of the lab was to conduct studies on extrasensory perception and telekinesis. In one of the lab’s experiments, test subjects were asked to think high or think low, then a device would display a random number either above 100 or below 100. The researchers then used statistical methods to determine whether the results differed significantly from what would be expected by chance. The objective was to determine whether the test subjects could use their minds to somehow influence the behavior of the random-generating device.

Because the PEAR lab had been an embarrassment to many members of Princeton’s community, they welcomed its closing. After being used for research for 28 years, and after using more than $10 million in funding, the PEAR lab failed to provide results compelling enough to convince anyone that ESP or telekinesis are real phenomena.
**Coincidences?**

John Adams and Thomas Jefferson (the second and third presidents) both died on July 4, 1826. President Lincoln was assassinated in Ford’s Theater; President Kennedy was assassinated in a Lincoln car made by the Ford Motor Company. Lincoln and Kennedy were both succeeded by vice presidents named Johnson. Fourteen years before the sinking of the Titanic, a novel described the sinking of the Titan, a ship that hit an iceberg; see Martin Gardner’s *The Wreck of the Titanic Foretold?* Gardner states, “In most cases of startling coincidences, it is impossible to make even a rough estimate of their probability.”

---

**Step 2:** Identify the event that is the complement of \( A \).

\[ \overline{A} = \text{not getting at least 1 girl among 3 children} \]

\[ = \text{all 3 children are boys} \]

\[ = \text{boy and boy and boy} \]

**Step 3:** Find the probability of the complement.

\[ P(\overline{A}) = P(\text{boy and boy and boy}) \]

\[ = \frac{1}{2} \cdot \frac{1}{2} \cdot \frac{1}{2} = \frac{1}{8} \]

**Step 4:** Find \( P(A) \) by evaluating \( 1 - P(\overline{A}) \).

\[ P(A) = 1 - P(\overline{A}) = 1 - \frac{1}{8} = \frac{7}{8} \]

**INTERPRETATION**

There is a \( 7/8 \) probability that if a couple has 3 children, at least 1 of them is a girl.

---

**Example 2**

**Defective Firestone Tires** Assume that the probability of a defective Firestone tire is 0.0003 (based on data from Westgard QC). If the retail outlet CarStuff buys 100 Firestone tires, find the probability that they get at least 1 that is defective. If that probability is high enough, plans must be made to handle defective tires returned by consumers. Should they make those plans?

**Solution**

**Step 1:** Use a symbol to represent the event desired. In this case, let \( A = \) at least 1 of the 100 tires is defective.

**Step 2:** Identify the event that is the complement of \( A \).

\[ \overline{A} = \text{not getting at least 1 defective tire among 100 tires} \]

\[ = \text{all 100 tires are good} \]

\[ = \text{good and good and . . . and good (100 times)} \]

**Step 3:** Find the probability of the complement.

\[ P(\overline{A}) = 0.9997 \cdot 0.9997 \cdot 0.9997 \cdot \cdots \cdot 0.9997 \text{ (100 factors)} \]

\[ = 0.9997^{100} = 0.9704 \]

**Step 4:** Find \( P(A) \) by evaluating \( 1 - P(\overline{A}) \).

\[ P(A) = 1 - P(\overline{A}) = 1 - 0.9704 = 0.0296 \]

**INTERPRETATION**

There is a 0.0296 probability of at least 1 defective tire among the 100 tires. Because this probability is so low, it is not necessary to make plans for dealing with defective tires returned by consumers.
Conditional Probability

We now consider the second application, which is based on the principle that the probability of an event is often affected by knowledge of circumstances. For example, the probability of a golfer making a hole in one is 1/12,000 (based on past results), but if you learn that the golfer is a professional on tour, the probability is 1/2375 (based on data from USA Today). A conditional probability of an event is used when the probability is affected by the knowledge of other circumstances, such as the knowledge that a golfer is also a professional on tour.

**Definition**

A conditional probability of an event is a probability obtained with the additional information that some other event has already occurred. $P(B|A)$ denotes the conditional probability of event $B$ occurring, given that event $A$ has already occurred. $P(B|A)$ can be found by dividing the probability of events $A$ and $B$ both occurring by the probability of event $A$:

$$P(B|A) = \frac{P(A \text{ and } B)}{P(A)}$$

The preceding formula is a formal expression of conditional probability, but blind use of formulas is not recommended. Instead, we recommend the following intuitive approach:

**Intuitive Approach to Conditional Probability**

The conditional probability of $B$ given $A$ can be found by assuming that event $A$ has occurred, and then calculating the probability that event $B$ will occur.

**Example 3** Polygraph Test Refer to Table 4-1 to find the following:

a. If 1 of the 98 test subjects is randomly selected, find the probability that the subject had a positive test result, given that the subject actually lied. That is, find $P$(positive test result $|$ subject lied).

b. If 1 of the 98 test subjects is randomly selected, find the probability that the subject actually lied, given that he or she had a positive test result. That is, find $P$(subject lied $|$ positive test result).

**Table 4-1 Results from Experiments with Polygraph Instruments**

<table>
<thead>
<tr>
<th>Did the Subject Actually Lie?</th>
<th>No (Did Not Lie)</th>
<th>Yes (Lied)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive test result</td>
<td>15 (false positive)</td>
<td>42 (true positive)</td>
</tr>
<tr>
<td>(Polygraph test indicated that the subject lied.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative test result</td>
<td>32 (true negative)</td>
<td>9 (false negative)</td>
</tr>
<tr>
<td>(Polygraph test indicated that the subject did not lie.)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Solution**

a. **Intuitive Approach to Conditional Probability:** We want $P$(positive test result $|$ subject lied), the probability of getting someone with a positive test result, given that the selected subject lied.
subject lied. Here is the key point: If we assume that the selected subject actually lied, we are dealing only with the 51 subjects in the second column of Table 4-1. Among those 51 subjects, 42 had positive test results, so we get this result:

\[
P(\text{positive test result | subject lied}) = \frac{42}{51} = 0.824
\]

Using the Formula for Conditional Probability: The same result can be found by using the formula for \(P(B | A)\) given the definition of conditional probability. We use the following notation.

\[
P(\text{positive test result | subject lied}) = \frac{P(A \text{ and } B)}{P(A)}
\]

In the following calculation, we use \(P(\text{subject lied and had a positive test result}) = 42/98\) and \(P(\text{subject lied}) = 51/98\) to get the following results.

\[
P(B | A) = \frac{P(\text{subject lied and had a positive test result})}{P(\text{subject lied})} = \frac{42/98}{51/98} = 0.824
\]

By comparing the intuitive approach to the use of the formula, it should be clear that the intuitive approach is much easier to use, and that it is also less likely to result in errors. The intuitive approach is based on an understanding of conditional probability, instead of manipulation of a formula, and understanding is so much better.

b. Here we want \(P(\text{subject lied | positive test result})\). This is the probability that the selected subject lied, given that the subject had a positive test result. If we assume that the subject had a positive test result, we are dealing with the 57 subjects in the first row of Table 4-1. Among those 57 subjects, 42 lied, so

\[
P(\text{subject lied | positive test result}) = \frac{42}{57} = 0.737
\]

Again, the same result can be found by applying the formula for conditional probability, but we will leave that for those with a special fondness for manipulations with formulas.

The first result of \(P(\text{positive test result | subject lied}) = 0.824\) indicates that a subject who lies has a 0.824 probability of getting a positive test result. The second result of \(P(\text{subject lied | positive test result}) = 0.737\) indicates that for a subject who gets a positive test result, there is a 0.737 probability that this subject actually lied.

Confusion of the Inverse

Note that in Example 3, \(P(\text{positive test result | subject lied}) \neq P(\text{subject lied | positive test result})\). To incorrectly believe that \(P(B | A)\) and \(P(A | B)\) are the same, or to incorrectly use one value for the other, is often called confusion of the inverse.
Confusion of the Inverse

Consider the probability that it is dark outdoors, given that it is midnight: \(P(\text{dark} \mid \text{midnight}) = 1\). (We conveniently ignore the Alaskan winter and other such anomalies.) But the probability that it is midnight, given that it is dark outdoors is almost zero. Because \(P(\text{dark} \mid \text{midnight}) = 1\) but \(P(\text{midnight} \mid \text{dark}) = 1\), we can clearly see that in this case, \(P(B \mid A) \neq P(A \mid B)\). Confusion of the inverse occurs when we incorrectly switch those probability values.

Studies have shown that physicians often give very misleading information when they confuse the inverse. Based on real studies, they tended to confuse \(P(\text{cancer} \mid \text{positive test result for cancer})\) with \(P(\text{positive test result for cancer} \mid \text{cancer})\). About 95% of physicians estimated \(P(\text{cancer} \mid \text{positive test result for cancer})\) to be about 10 times too high, with the result that patients were given diagnoses that were very misleading, and patients were unnecessarily distressed by the incorrect information.

4-5 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Interpreting “At Least One”** You want to find the probability of getting at least 1 defect when 10 heart pacemakers are randomly selected and tested. What do you know about the exact number of defects if “at least one” of the 10 pacemakers is defective?

2. **Notation** Use your own words to describe the notation \(P(B \mid A)\).

3. **Finding Probability** A medical researcher wants to find the probability that a heart patient will survive for one year. He reasons that there are two outcomes (survives, does not survive), so the probability is 1/2. Is he correct? What important information is not included in his reasoning process?

4. **Confusion of the Inverse** What is confusion of the inverse?

**Describing Complements.** In Exercises 5–8, provide a written description of the complement of the given event.

5. **Steroid Testing** When the 15 players on the LA Lakers basketball team are tested for steroids, at least one of them tests positive.

6. **Quality Control** When six defibrillators are purchased by the New York University School of Medicine, all of them are free of defects.

7. **X-Linked Disorder** When four males are tested for a particular X-linked recessive gene, none of them are found to have the gene.

8. **A Hit with the Misses** When Brutus asks five different women for a date, at least one of them accepts.

9. **Probability of At Least One Girl** If a couple plans to have six children, what is the probability that they will have at least one girl? Is that probability high enough for the couple to be very confident that they will get at least one girl in six children?

10. **Probability of At Least One Girl** If a couple plans to have 8 children (it could happen), what is the probability that there will be at least one girl? If the couple eventually has 8 children and they are all boys, what can the couple conclude?

11. **At Least One Correct Answer** If you make guesses for four multiple-choice test questions (each with five possible answers), what is the probability of getting at least one correct? If a very lenient instructor says that passing the test occurs if there is at least one correct answer, can you reasonably expect to pass by guessing?
12. **At Least One Working Calculator** A statistics student plans to use a TI-84 Plus calculator on her final exam. From past experience, she estimates that there is a 0.96 probability that the calculator will work on any given day. Because the final exam is so important, she plans to use redundancy by bringing in two TI-84 Plus calculators. What is the probability that she will be able to complete her exam with a working calculator? Does she really gain much by bringing in the backup calculator? Explain.

13. **Probability of a Girl** Find the probability of a couple having a baby girl when their fourth child is born, given that the first three children were all girls. Is the result the same as the probability of getting four girls among four children?

14. **Credit Risks** The FICO (Fair Isaac & Company) score is commonly used as a credit rating. There is a 1% delinquency rate among consumers who have a FICO score above 800. If four consumers with FICO scores above 800 are randomly selected, find the probability that at least one of them becomes delinquent.

15. **Car Crashes** The probability of a randomly selected car crashing during a year is 0.0480 (based on data from the *Statistical Abstract of the United States*). If a family has four cars, find the probability that at least one of them has a car crash during the year. Is there any reason why the probability might be wrong?

16. **Births in China** In China, the probability of a baby being a boy is 0.5845. Couples are allowed to have only one child. If relatives give birth to five babies, what is the probability that there is at least one girl? Can that system continue to work indefinitely?

17. **Fruit Flies** An experiment with fruit flies involves one parent with normal wings and one parent with vestigial wings. When these parents have an offspring, there is a 3/4 probability that the offspring has normal wings and a 1/4 probability of vestigial wings. If the parents give birth to 10 offspring, what is the probability that at least 1 of the offspring has vestigial wings? If researchers need at least one offspring with vestigial wings, can they be reasonably confident of getting one?

18. **Solved Robberies** According to FBI data, 24.9% of robberies are cleared with arrests. A new detective is assigned to 10 different robberies.

   a. What is the probability that at least one of them is cleared with an arrest?
   
   b. What is the probability that the detective clears all 10 robberies with arrests?
   
   c. What should we conclude if the detective clears all 10 robberies with arrests?

19. **Polygraph Test** Refer to Table 4-1 (included with the Chapter Problem) and assume that 1 of the 98 test subjects is randomly selected. Find the probability of selecting a subject with a positive test result, given that the subject did not lie. Why is this particular case problematic for test subjects?

20. **Polygraph Test** Refer to Table 4-1 and assume that 1 of the 98 test subjects is randomly selected. Find the probability of selecting a subject with a negative test result, given that the subject lied. What does this result suggest about the polygraph test?

21. **Polygraph Test** Refer to Table 4-1. Find $P(\text{subject lied} \mid \text{negative test result})$. Compare this result to the result found in Exercise 20. Are $P(\text{subject lied} \mid \text{negative test result})$ and $P(\text{negative test result} \mid \text{subject lied})$ equal?

22. **Polygraph Test** Refer to Table 4-1.

   a. Find $P(\text{negative test result} \mid \text{subject did not lie})$.
   
   b. Find $P(\text{subject did not lie} \mid \text{negative test result})$.
   
   c. Compare the results from parts (a) and (b). Are they equal?

**Identical and Fraternal Twins.** In Exercises 23–26, use the data in the following table. Instead of summarizing observed results, the entries reflect the actual probabilities based on births of twins (based on data from the Northern California Twin Registry and the article “Bayesians, Frequentists, and Scientists” by Bradley Efron, *Journal of the American Statistical Association*, Vol. 100, No. 469). Identical twins come from a single egg that splits into two embryos, and fraternal twins
are from separate fertilized eggs. The table entries reflect the principle that among sets of twins, \( \frac{1}{3} \) are identical and \( \frac{2}{3} \) are fraternal. Also, identical twins must be of the same sex and the sexes are equally likely (approximately), and sexes of fraternal twins are equally likely.

<table>
<thead>
<tr>
<th>Sexes of Twins</th>
<th>boy/boy</th>
<th>boy/girl</th>
<th>girl/boy</th>
<th>girl/girl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identical Twins</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Fraternal Twins</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

23. Identical Twins

a. After having a sonogram, a pregnant woman learns that she will have twins. What is the probability that she will have identical twins?

b. After studying the sonogram more closely, the physician tells the pregnant woman that she will give birth to twin boys. What is the probability that she will have identical twins? That is, find the probability of identical twins given that the twins consist of two boys.

24. Fraternal Twins

a. After having a sonogram, a pregnant woman learns that she will have twins. What is the probability that she will have fraternal twins?

b. After studying the sonogram more closely, the physician tells the pregnant woman that she will give birth to twins consisting of one boy and one girl. What is the probability that she will have fraternal twins?

25. Fraternal Twins
If a pregnant woman is told that she will give birth to fraternal twins, what is the probability that she will have one child of each sex?

26. Fraternal Twins
If a pregnant woman is told that she will give birth to fraternal twins, what is the probability that she will give birth to two girls?

27. Redundancy in Alarm Clocks
A statistics student wants to ensure that she is not late for an early statistics class because of a malfunctioning alarm clock. Instead of using one alarm clock, she decides to use three. What is the probability that at least one of her alarm clocks works correctly if each individual alarm clock has a 90% chance of working correctly? Does the student really gain much by using three alarm clocks instead of only one? How are the results affected if all of the alarm clocks run on electricity instead of batteries?

28. Acceptance Sampling
With one method of the procedure called acceptance sampling, a sample of items is randomly selected without replacement, and the entire batch is rejected if there is at least one defect. The Newport Gauge Company has just manufactured a batch of aircraft altimeters, and 3% are defective.

a. If the batch contains 400 altimeters and 2 of them are selected without replacement and tested, what is the probability that the entire batch will be rejected?

b. If the batch contains 4000 altimeters and 100 of them are selected without replacement and tested, what is the probability that the entire batch will be rejected?

29. Using Composite Blood Samples
When testing blood samples for HIV infections, the procedure can be made more efficient and less expensive by combining samples of blood specimens. If samples from three people are combined and the mixture tests negative, we know that all three individual samples are negative. Find the probability of a positive result for three samples combined into one mixture, assuming the probability of an individual blood sample testing positive is 0.1 (the probability for the “at-risk” population, based on data from the New York State Health Department).

30. Using Composite Water Samples
The Orange County Department of Public Health tests water for contamination due to the presence of E. coli (Escherichia coli) bacteria. To reduce laboratory costs, water samples from six public swimming areas are combined for one test, and further testing is done only if the combined sample fails. Based on past results, there is a 2% chance of finding E. coli bacteria in a public swimming area. Find the probability that a combined sample from six public swimming areas will reveal the presence of E. coli bacteria.
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31. Shared Birthdays Find the probability that of 25 randomly selected people,
   a. no 2 share the same birthday.
   b. at least 2 share the same birthday.

32. Whodunnit? The Atlanta plant of the Medassist Pharmaceutical Company manufactures 400 heart pacemakers, of which 3 are defective. The Baltimore plant of the same company manufactures 800 pacemakers, of which 2 are defective. If 1 of the 1200 pacemakers is randomly selected and is found to be defective, what is the probability that it was manufactured in Atlanta?

33. Roller Coaster The Rock ‘n’ Roller Coaster at Disney–MGM Studios in Orlando has 2 seats in each of 12 rows. Riders are assigned to seats in the order that they arrive. If you ride this roller coaster once, what is the probability of getting the coveted first row? How many times must you ride in order to have at least a 95% chance of getting a first-row seat at least once?

34. Unseen Coins A statistics professor tosses two coins that cannot be seen by any students. One student asks this question: “Did one of the coins turn up heads?” Given that the professor’s response is “yes,” find the probability that both coins turned up heads.

4-6  Probabilities Through Simulations

Key Concept In Section 4-2, we briefly discussed simulations. In this section we use simulations as an alternative approach to finding probabilities. The advantage to using simulations is that we can overcome much of the difficulty encountered when using the formal rules discussed in the preceding sections.

We begin by defining a simulation.

Definition

A simulation of a procedure is a process that behaves the same way as the procedure, so that similar results are produced.

Example 1 illustrates the use of a simulation involving births.

Example 1  Gender Selection In a test of the MicroSort method of gender selection developed by the Genetics & IVF Institute, 127 boys were born among 152 babies born to parents who used the YSORT method for trying to have a baby boy. In order to properly evaluate these results, we need to know the probability of getting at least 127 boys among 152 births, assuming that boys and girls are equally likely. Assuming that male and female births are equally likely, describe a simulation that results in the genders of 152 newborn babies.

Solution One approach is simply to flip a fair coin 152 times, with heads representing females and tails representing males. Another approach is to use a calculator or computer to randomly generate 152 numbers that are 0s and 1s, with 0 representing...
a male and 1 representing a female. The numbers must be generated in such a way that they are equally likely. Here are typical results:

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>...</td>
</tr>
<tr>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>...</td>
</tr>
</tbody>
</table>

Male Male Female Male Female Female Female

**SC Example 2** Same Birthdays Exercise 31 in Section 4-5 refers to the classical birthday problem, in which we find the probability that in a randomly selected group of 25 people, at least 2 share the same birthday. The theoretical solution is somewhat difficult. It isn’t practical to survey many different groups of 25 people, so a simulation is a helpful alternative. Describe a simulation that could be used to find the probability that among 25 randomly selected people, at least 2 share the same birthday.

**Solution** Begin by representing birthdays by integers from 1 through 365, where 1 = January 1, 2 = January 2, ..., 365 = December 31. Then use a calculator or computer program to generate 25 random numbers, each between 1 and 365. Those numbers can then be sorted, so it becomes easy to examine the list to determine whether any 2 of the simulated birth dates are the same. (After sorting, same numbers are adjacent.) We can repeat the process as many times as we like, until we are satisfied that we have a good estimate of the probability. Our estimate of the probability is the number of times we got at least 2 birth dates that are the same, divided by the total number of groups of 25 that were generated. Here are typical results:

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>274</td>
<td>42</td>
<td>93</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Jan. 20 Oct. 1 Feb. 11 Apr. 3

There are several ways of obtaining randomly generated numbers from 1 through 365, including the following:

- **A Table of Random Digits**: Refer, for example, to the CRC Standard Probability and Statistics Tables and Formulae, which contains a table of 14,000 digits. (In such a table there are many ways to extract numbers from 1 through 365. One way is by referring to the digits in the first three columns and ignoring 000 as well as anything above 365.)

- **STATDISK**: Select Data from the main menu bar, then select Uniform Generator. Enter a sample size of 25, a minimum of 1, and a maximum of 365; enter 0 for the number of decimal places. The resulting STATDISK display is shown on the next page. Using copy/paste, copy the data set to the Sample Editor, where the values can be sorted. (To sort the numbers, click on Data Tools and select the Sort Data option.) From the STATDISK display, we see that the 7th and 8th people have the same birth date, which is the 68th day of the year.

**Probability of an Event That Has Never Occurred**

Some events are possible, but are so unlikely that they have never occurred. Here is one such problem of great interest to political scientists: Estimate the probability that your single vote will determine the winner in a U.S. Presidential election. Andrew Gelman, Gary King, and John Boscardin write in the Journal of the American Statistical Association (Vol. 93, No. 441) that “the exact value of this probability is of only minor interest, but the number has important implications for understanding the optimal allocation of campaign resources, whether states and voter groups receive their fair share of attention from prospective presidents, and how formal ‘rational choice’ models of voter behavior might be able to explain why people vote at all.” The authors show how the probability value of 1 in 10 million is obtained for close elections.
• **Minitab:** Select Calc from the main menu bar, then select Random Data, and next select Integer. In the dialog box, enter 25 for the number of rows, store the results in column C1, and enter a minimum of 1 and a maximum of 365. You can then use Manip and Sort to arrange the data in increasing order. The result will be as shown here, but the numbers won’t be the same. This Minitab result of 25 numbers shows that the 9th and 10th numbers are the same.

• **Excel:** Click on the cell in the upper left corner, then click on the function icon fx. Select Math & Trig, then select RANDBETWEEN. In the dialog box, enter 1 for bottom, and enter 365 for top. After getting the random number in the first cell, click and hold down the mouse button to drag the lower right corner of this first cell, and pull it down the column until 25 cells are highlighted. When you release the mouse button, all 25 random numbers should be present. This display shows that the 1st and 3rd numbers are the same.

• **TI-83/84 Plus Calculator:** Press the MATH key, select PRB, then choose randInt. Enter the minimum of 1, the maximum of 365, and 25 for the number of values, all separated by commas. Press ENTER. See the TI-83/84 Plus screen display, which shows that we used randInt to generate the numbers, which were then stored in list L1, where they were sorted and displayed. This display shows that there are no matching numbers among the first few that can be seen. You can press STAT and select Edit to see the whole list of generated numbers.
4-6 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Simulating Dice When two dice are rolled, the total is between 2 and 12 inclusive. A student simulates the rolling of two dice by randomly generating numbers between 2 and 12. Does this simulation behave in a way that is similar to actual dice? Why or why not?

2. Simulating Dice Assume that you have access to a computer that can randomly generate whole numbers between any two values. Describe how this computer can be used to simulate the rolling of a pair of dice.

3. Simulating Birthdays A student wants to conduct the simulation described in Example 2, but no calculator or computer is available, so the student uses 365 individual index cards to write the individual numbers between 1 and 365. The student then shuffles the cards, selects one, and records the result. That card is replaced, the cards are again shuffled and a second number is drawn. This process is repeated until 25 birthdays are generated. Does this simulation behave the same way as the process of selecting 25 people and recording their birthdays? Why or why not?

4. Simulating Coin Flips One student conducted the simulation described in Example 3 and stated that the probability of getting a sequence of six 0s or six 1s is 0.977. What is wrong with that statement?

In Exercises 5–8, describe the simulation procedure. (For example, to simulate 10 births, use a random number generator to generate 10 integers between 0 and 1 inclusive, and consider 0 to be a male and 1 to be a female.)

5. Brand Recognition The probability of randomly selecting an adult who recognizes the brand name of McDonald’s is 0.95 (based on data from Franchise Advantage). Describe a procedure for
using software or a TI-83/84 Plus calculator to simulate the random selection of 50 adult consumers. Each individual outcome should be an indication of one of two results: (1) The consumer recognizes the brand name of McDonald’s; (2) the consumer does not recognize the brand name of McDonald’s.

6. Lefties
Ten percent of people are left-handed. In a study of dexterity, 15 people are randomly selected. Describe a procedure for using software or a TI-83/84 Plus calculator to simulate the random selection of 15 people. Each of the 15 outcomes should be an indication of one of two results: (1) Subject is left-handed; (2) subject is not left-handed.

7. Shaquille O’Neal
Shaquille O’Neal is a professional basketball star who had a reputation for being a poor free throw shooter. As of this writing, he made 5155 of the 9762 free throws that he attempted, for a success ratio of 0.528. Describe a procedure for using software or a TI-83/84 Plus calculator to simulate his next free throw. The outcome should be an indication of one of two results: (1) The free throw is made; (2) the free throw is missed.

8. Simulating Hybridization
When Mendel conducted his famous hybridization experiments, he used peas with green pods and yellow pods. One experiment involved crossing peas in such a way that 75% of the offspring peas were expected to have green pods, and 25% of the offspring peas were expected to have yellow pods. Describe a procedure for using software or a TI-83/84 Plus calculator to simulate 20 peas in such a hybridization experiment. Each of the 20 individual outcomes should be an indication of one of two results: (1) The pod is green; (2) the pod is yellow.

In Exercises 9–12, develop a simulation using a TI-83/84 Plus calculator, STATDISK, Minitab, Excel, or any other suitable calculator or computer software program.

9. Simulating Brand Recognition Study
Refer to Exercise 5, which required a description of a simulation.

a. Conduct the simulation and record the number of consumers who recognize the brand name of McDonald’s. If possible, obtain a printed copy of the results. Is the proportion of those who recognize McDonald’s reasonably close to the value of 0.95?

b. Repeat the simulation until it has been conducted a total of 10 times. In each of the 10 trials, record the proportion of those who recognize McDonald’s. Based on the results, do the proportions appear to be very consistent or do they vary widely? Based on the results, would it be unusual to randomly select 50 consumers and find that about half of them recognize McDonald’s?

10. Simulating Left-Handedness
Refer to Exercise 6, which required a description of a simulation.

a. Conduct the simulation and record the number of left-handed people. Is the percentage of left-handed people from the simulation reasonably close to the value of 10%?

b. Repeat the simulation until it has been conducted a total of 10 times. Record the numbers of left-handed people in each case. Based on the results, would it be unusual to randomly select 15 people and find that none of them are left-handed?

11. Simulating the Shaq
Refer to Exercise 7, which required a description of a simulated free throw by basketball player Shaquille O’Neal.

a. Repeat the simulation five times and record the number of times that the free throw was made. Is the percentage of successful free throws from the simulation reasonably close to the value of 0.528?

b. Repeat part (a) until it has been conducted a total of 10 times. Record the proportion of successful free throws in each case. Based on the results, would it be unusual for Shaquille O’Neal to make all of five free throws in a game?

12. Simulating Hybridization
Refer to Exercise 8, which required a description of a hybridization simulation.
17. Simulating the Monty Hall Problem

A problem that once attracted much attention is the Monty Hall problem, based on the old television game show Let’s Make a Deal, hosted by Monty Hall. Suppose you are a contestant who has selected one of three doors after being told that two of them conceal nothing, but that a new red Corvette is behind one of the three. Next, the host opens one of the doors you didn’t select and shows that there is nothing behind it. He then offers you the choice of sticking with your first selection or switching to the other unopened door. Should you stick with your first choice or should you switch? Develop a simulation of this game and determine whether you should stick or switch. (According to Chance magazine, business schools at such institutions as Harvard and Stanford use this problem to help students deal with decision making.)

18. Simulating Birthdays

a. Develop a simulation for finding the probability that when 50 people are randomly selected, at least 2 of them have the same birth date. Describe the simulation and estimate the probability.

b. Develop a simulation for finding the probability that when 50 people are randomly selected, at least 3 of them have the same birth date. Describe the simulation and estimate the probability.

19. Genetics: Simulating Population Control

A classical probability problem involves a king who wanted to increase the proportion of women by decreeing that after a mother gives birth to a son, she is prohibited from having any more children. The king reasons that some families will have just one boy, whereas other families will have a few girls and one boy, so the proportion of girls will be increased. Is his reasoning correct? Will the proportion of girls increase?
**Choosing Personal Security Codes**

All of us use personal security codes for ATM machines, computer Internet accounts, and home security systems. The safety of such codes depends on the large number of different possibilities, but hackers now have sophisticated tools that can largely overcome that obstacle. Researchers found that by using variations of the user’s first and last names along with 1800 other first names, they could identify 10% to 20% of the passwords on typical computer systems. When choosing a password, do not use a variation of any name, a word found in a dictionary, a password shorter than seven characters, telephone numbers, or social security numbers. Do include nonalphabetic characters, such as digits or punctuation marks.

**Key Concept** In this section we present methods for counting the number of possible outcomes in a variety of different situations. Probability problems typically require that we know the total number of possible outcomes, but finding that total often requires the methods of this section (because it is not practical to construct a list of the outcomes).

### Fundamental Counting Rule

For a sequence of two events in which the first event can occur \(m\) ways and the second event can occur \(n\) ways, the events together can occur a total of \(m \times n\) ways.

The fundamental counting rule extends to situations involving more than two events, as illustrated in the following examples.

#### Example 1

**Identity Theft** It’s wise not to disclose social security numbers, because they are often used by criminals attempting identity theft. Assume that a criminal is found using your social security number and claims that all of the digits were randomly generated. What is the probability of getting your social security number when randomly generating nine digits? Is the criminal’s claim that your number was randomly generated likely to be true?

**Solution**

Each of the 9 digits has 10 possible outcomes: 0, 1, 2, …, 9. By applying the fundamental counting rule, we get

\[
10 \times 10 \times 10 \times 10 \times 10 \times 10 \times 10 \times 10 \times 10 = 1,000,000,000
\]

Only one of those 1,000,000,000 possibilities corresponds to your social security number, so the probability of randomly generating a social security number and getting yours is \(1/1,000,000,000\). It is extremely unlikely that a criminal would generate your social security by chance, assuming that only one social security number is generated. (Even if the criminal could generate thousands of social security numbers and try to use them, it is highly unlikely that your number would be generated.) If someone is found using your social security number, it was probably by some other method, such as spying on Internet transactions or searching through your mail or garbage.

#### Example 2

**Chronological Order** Consider the following question given on a history test:

 Arrange the following events in chronological order.

- **a.** Boston Tea Party
- **b.** Teapot Dome Scandal
- **c.** The Civil War

The correct answer is a, c, b, but let’s assume that a student makes random guesses. Find the probability that this student chooses the correct chronological order.
Although it is easy to list the six possible arrangements, the fundamental counting rule gives us another way to approach this problem. When making the random selections, there are 3 possible choices for the first event, 2 remaining choices for the second event, and only 1 choice for the third event, so the total number of possible arrangements is

\[3 \cdot 2 \cdot 1 = 6\]

Because only one of the 6 possible arrangements is correct, the probability of getting the correct chronological order with random guessing is \(\frac{1}{6}\) or 0.167.

In Example 2, we found that 3 items can be arranged \(3 \cdot 2 \cdot 1 = 6\) different ways. This particular solution can be generalized by using the following notation and the factorial rule.

### Notation

The **factorial symbol** (!) denotes the product of decreasing positive whole numbers. For example, \(4! = 4 \cdot 3 \cdot 2 \cdot 1 = 24\). By special definition, \(0! = 1\).

### Factorial Rule

A collection of \(n\) different items can be arranged in order \(n!\) different ways. (This *factorial rule* reflects the fact that the first item may be selected \(n\) different ways, the second item may be selected \(n - 1\) ways, and so on.)

Routing problems often involve application of the factorial rule. Verizon wants to route telephone calls through the shortest networks. Federal Express wants to find the shortest routes for its deliveries. American Airlines wants to find the shortest route for returning crew members to their homes.

### Example 3

**Routes to National Parks** During the summer, you are planning to visit these six national parks: Glacier, Yellowstone, Yosemite, Arches, Zion, and Grand Canyon. You would like to plan the most efficient route and you decide to list all of the possible routes. How many different routes are possible?

### Solution

By applying the factorial rule, we know that 6 different parks can be arranged in order \(6!\) different ways. The number of different routes is 

\[6! = 6 \cdot 5 \cdot 4 \cdot 3 \cdot 2 \cdot 1 = 720\]

There are 720 different possible routes.

Example 3 is a variation of a classical problem called the *traveling salesman problem*. Because routing problems are so important to so many different companies, and because the number of different routes can be very large, there is a continuing effort to simplify the method of finding the most efficient routes.

According to the factorial rule, \(n\) different items can be arranged \(n!\) different ways. Sometimes we have \(n\) different items, but we need to select *some* of them instead of all of them. For example, if we must conduct surveys in state capitals, but we...
have time to visit only four capitals, the number of different possible routes is 
\[ 50 \cdot 49 \cdot 48 \cdot 47 = 5,527,200. \]

Another way to obtain this same result is to evaluate
\[ \frac{50!}{46!} = 50 \cdot 49 \cdot 48 \cdot 47 = 5,527,200. \]

In this calculation, note that the factors in the numerator divide out with the factors in the denominator, except for the factors of 50, 49, 48, and 47 that remain. We can generalize this result by noting that if we have \( n \) different items available and we want to select \( r \) of them, the number of different arrangements possible is \( n!/(n-r)! \) as in \( 50!/46! \). This generalization is commonly called the permutations rule.

### Permutations Rule (When Items Are All Different)

**Requirements**

1. There are \( n \) different items available.
2. We select \( r \) of the \( n \) items (without replacement).
3. We consider rearrangements of the same items to be different sequences. (The permutation of \( ABC \) is different from \( CBA \) and is counted separately)

If the preceding requirements are satisfied, the number of permutations (or sequences) of \( r \) items selected from \( n \) different available items (without replacement) is

\[ _nP_r = \frac{n!}{(n-r)!} \]

When we use the terms permutations, arrangements, or sequences, we imply that order is taken into account, in the sense that different orderings of the same items are counted separately. The letters \( ABC \) can be arranged six different ways: \( ABC, ACB, BAC, BCA, CAB, CBA \). (Later, we will refer to combinations, which do not count such arrangements separately.) In the next example, we are asked to find the total number of different sequences that are possible.

### Example 4

**Exacta Bet** In horse racing, a bet on an exacta in a race is won by correctly selecting the horses that finish first and second, and you must select those two horses in the correct order. The 132nd running of the Kentucky Derby had a field of 20 horses. If a bettor randomly selects two of those horses for an exacta bet, what is the probability of winning?

**Solution**

We have \( n = 20 \) horses available, and we must select \( r = 2 \) of them without replacement. The number of different sequences of arrangements is found as shown:

\[ _nP_r = \frac{n!}{(n-r)!} = \frac{20!}{(20-2)!} = 380 \]

There are 380 different possible arrangements of 2 horses selected from the 20 that are available. If one of those arrangements is randomly selected, there is a probability of \( 1/380 \) that the winning arrangement is selected.

We sometimes need to find the number of permutations when some of the items are identical to others. The following variation of the permutations rule applies to such cases.
Permutations Rule (When Some Items Are Identical to Others)

**Requirements**
1. There are \( n \) items available, and some items are identical to others.
2. We select all of the \( n \) items (without replacement).
3. We consider rearrangements of distinct items to be different sequences.

If the preceding requirements are satisfied, and if there are \( n_1 \) alike, \( n_2 \) alike, \ldots, \( n_k \) alike, the number of permutations (or sequences) of all items selected without replacement is

\[
\frac{n!}{n_1! n_2! \cdots n_k!}
\]

**Example 5**  
**Gender Selection** In a preliminary test of the MicroSort gender selection method developed by the Genetics and IVF Institute, 14 couples tried to have baby girls. Analysis of the effectiveness of the MicroSort method is based on a probability value, which in turn is based on numbers of permutations. Let’s consider this simple problem: How many ways can 11 girls and 3 boys be arranged in sequence? That is, find the number of permutations of 11 girls and 3 boys.

**Solution**  
We have \( n = 14 \) babies, with \( n_1 = 11 \) alike (girls) and \( n_2 = 3 \) others alike (boys). The number of permutations is computed as follows:

\[
\frac{n!}{n_1! n_2!} = \frac{14!}{11! \cdot 3!} = \frac{87,178,291,200}{(39,916,800)(6)} = 364
\]

There are 364 different ways to arrange 11 girls and 3 boys.

The preceding example involved \( n \) items, each belonging to one of two categories. When there are only two categories, we can stipulate that \( x \) of the items are alike and the other \( n - x \) items are alike, so the permutations formula simplifies to

\[
\frac{n!}{(n - x)! x!}
\]

This particular result will be used for the discussion of binomial probabilities in Section 5-3.

**Combinations Rule**

**Requirements**
1. There are \( n \) different items available.
2. We select \( r \) of the \( n \) items (without replacement).
3. We consider rearrangements of the same items to be the same. (The combination \( ABC \) is the same as \( CBA \).)

If the preceding requirements are satisfied, the number of combinations of \( r \) items selected from \( n \) different items is

\[
\binom{n}{r} = \frac{n!}{(n - r)! r!}
\]
Chapter 4: Probability

When we intend to select \( r \) items from \( n \) different items but do not take order into account, we are really concerned with possible combinations rather than permutations. That is, when different orderings of the same items are counted separately, we have a permutation problem, but when different orderings of the same items are not counted separately, we have a combination problem and may apply the combinations rule.

Because choosing between the permutations rule and the combinations rule can be confusing, we provide the following example, which is intended to emphasize the difference between them.

**Example 6** Phase I of a Clinical Trial A clinical test on humans of a new drug is normally done in three phases. Phase I is conducted with a relatively small number of healthy volunteers. Let’s assume that we want to treat 8 healthy humans with a new drug, and we have 10 suitable volunteers available.

- **a.** If the subjects are selected and treated in sequence, so that the trial is discontinued if anyone displays adverse effects, how many different sequential arrangements are possible if 8 people are selected from the 10 that are available?

  Note that in part (a), order is relevant because the subjects are treated sequentially and the trial is discontinued if anyone exhibits a particularly adverse reaction. However, in part (b) the order of selection is irrelevant because all of the subjects are treated at the same time.

  **a.** Because order does count, we want the number of permutations of \( r = 8 \) people selected from the \( n = 10 \) available people. We get

  \[
  _nP_r = \frac{n!}{(n-r)!} = \frac{10!}{(10-8)!} = 1,814,400
  \]

  **b.** Because order does not count, we want the number of combinations of \( r = 8 \) people selected from the \( n = 10 \) available people. We get

  \[
  _nC_r = \frac{n!}{(n-r)! \cdot r!} = \frac{10!}{(10-8)! \cdot 8!} = 45
  \]

  With order taken into account, there are 1,814,400 permutations, but without order taken into account, there are 45 combinations.

**Example 7** Florida Lottery The Florida Lotto game is typical of state lotteries. You must select six different numbers between 1 and 53. You win the jackpot if the same six numbers are drawn in any order. Find the probability of winning the jackpot.

Because the order of the selected numbers does not matter, you win if you get the correct combination of six numbers. Because there is only one winning combination, the probability of winning the jackpot is 1 divided by the total
number of combinations. With \( n = 53 \) numbers available and with \( r = 6 \) numbers selected, the number of combinations is

\[
\binom{n}{r} = \frac{n!}{(n - r)! \cdot r!} = \frac{53!}{(53 - 6)! \cdot 6!} = 22,957,480
\]

With 1 winning combination and 22,957,480 different possible combinations, the probability of winning the jackpot is \( \frac{1}{22,957,480} \).

Five different rules for finding total numbers of outcomes were given in this section. Although not all counting problems can be solved with one of these five rules, they do provide a strong foundation for many real and relevant applications.

4-7 Basic Skills and Concepts

*Statistical Literacy and Critical Thinking*

1. **Permutations and Combinations** What is the basic difference between a situation requiring application of the permutations rule and one that requires the combinations rule?

2. **Combination Lock** The typical combination lock uses three numbers between 0 and 49, and they must be selected in the correct sequence. Given the way that these locks work, is the name of “combination” lock correct? Why or why not?

3. **Trifecta** In horse racing, a trifecta is a bet that the first three finishers in a race are selected, and they are selected in the correct order. Does a trifecta involve combinations or permutations? Explain.

4. **Quinela** In horse racing, a quinela is a bet that the first two finishers in a race are selected, and they can be selected in any order. Does a quinela involve combinations or permutations? Explain.

*Calculating Factorials, Combinations, Permutations. In Exercises 5–12, evaluate the given expressions and express all results using the usual format for writing numbers (instead of scientific notation).*

5. **Factorial** Find the number of different ways that five test questions can be arranged in order by evaluating \( 5! \).

6. **Factorial** Find the number of different ways that the nine players on a baseball team can line up for the National Anthem by evaluating \( 9! \).

7. **Blackjack** In the game of blackjack played with one deck, a player is initially dealt two cards. Find the number of different two-card initial hands by evaluating \( \binom{52}{2} \).

8. **Card Playing** Find the number of different possible five-card poker hands by evaluating \( \binom{52}{5} \).

9. **Scheduling Routes** A manager must select 5 delivery locations from 9 that are available. Find the number of different possible routes by evaluating \( 9P_5 \).

10. **Scheduling Routes** A political strategist must visit state capitols, but she has time to visit only 3 of them. Find the number of different possible routes by evaluating \( 50P_3 \).

11. **Virginia Lottery** The Virginia Win for Life lottery game requires that you select the correct 6 numbers between 1 and 42. Find the number of possible combinations by evaluating \( \binom{42}{6} \).

12. **Trifecta** Refer to Exercise 3. Find the number of different possible trifecta bets in a race with ten horses by evaluating \( 10P_3 \).

*Probability of Winning the Lottery. Because the California Fantasy 5 lottery is won by selecting the correct five numbers (in any order) between 1 and 39, there are 575,757 different 5-number combinations that could be played, and the probability*
of winning this lottery is \( \frac{1}{575,757} \). In Exercises 13–16, find the probability of winning the indicated lottery by buying one ticket. In each case, numbers selected are different and order does not matter. Express the result as a fraction.

13. **Lotto Texas** Select the six winning numbers from 1, 2, \ldots, 54.
14. **Florida Lotto** Select the six winning numbers from 1, 2, \ldots, 53.
15. **Florida Fantasy 5** Select the five winning numbers from 1, 2, \ldots, 36.
16. **Wisconsin Badger Five** Answer each of the following.
   a. Find the probability of selecting the five winning numbers from 1, 2, \ldots, 31.
   b. The Wisconsin Badger 5 lottery is won by selecting the correct five numbers from 1, 2, \ldots, 31. What is the probability of winning if the rules are changed so that in addition to selecting the correct five numbers, you must now select them in the same order as they are drawn?

17. **Identity Theft with Social Security Numbers** Identity theft often begins by someone discovering your nine-digit social security number or your credit card number. Answer each of the following. Express probabilities as fractions.
   a. What is the probability of randomly generating nine digits and getting your social security number.
   b. In the past, many teachers posted grades along with the last four digits of the student’s social security numbers. If someone already knows the last four digits of your social security number, what is the probability that if they randomly generated the other digits, they would match yours? Is that something to worry about?
18. **Identity Theft with Credit Cards** Credit card numbers typically have 16 digits, but not all of them are random. Answer the following and express probabilities as fractions.
   a. What is the probability of randomly generating 16 digits and getting your MasterCard number?
   b. Receipts often show the last four digits of a credit card number. If those last four digits are known, what is the probability of randomly generating the other digits of your MasterCard number?
   c. Discover cards begin with the digits 6011. If you also know the last four digits of a Discover card, what is the probability of randomly generating the other digits and getting all of them correct? Is this something to worry about?

19. **Sampling** The Bureau of Fisheries once asked for help in finding the shortest route for getting samples from locations in the Gulf of Mexico. How many routes are possible if samples must be taken at 6 locations from a list of 20 locations?

20. **DNA Nucleotides** DNA (deoxyribonucleic acid) is made of nucleotides. Each nucleotide can contain any one of these nitrogenous bases: A (adenine), G (guanine), C (cytosine), T (thymine). If one of those four bases (A, G, C, T) must be selected three times to form a linear triplet, how many different triplets are possible? Note that all four bases can be selected for each of the three components of the triplet.

21. **Electricity** When testing for current in a cable with five color-coded wires, the author used a meter to test two wires at a time. How many different tests are required for every possible pairing of two wires?

22. **Scheduling Assignments** The starting five players for the Boston Celtics basketball team have agreed to make charity appearances tomorrow night. If you must send three players to a United Way event and the other two to a Heart Fund event, how many different ways can you make the assignments?

23. **Computer Design** In designing a computer, if a byte is defined to be a sequence of 8 bits and each bit must be a 0 or 1, how many different bytes are possible? (A byte is often used to represent an individual character, such as a letter, digit, or punctuation symbol. For example, one coding system represents the letter A as 01000001.) Are there enough different bytes for the characters that we typically use, such as lower-case letters, capital letters, digits, punctuation symbols, dollar sign, and so on?
24. Simple Random Sample In Phase I of a clinical trial with gene therapy used for treating HIV, five subjects were treated (based on data from Medical News Today). If 20 people were eligible for the Phase I treatment and a simple random sample of five is selected, how many different simple random samples are possible? What is the probability of each simple random sample?

25. Jumble Puzzle Many newspapers carry “Jumble,” a puzzle in which the reader must unscramble letters to form words. The letters BUJOM were included in newspapers on the day this exercise was written. How many ways can the letters of BUJOM be arranged? Identify the correct unscrambling, then determine the probability of getting that result by randomly selecting one arrangement of the given letters.

26. Jumble Puzzle Repeat Exercise 25 using these letters: AGGYB.

27. Coca Cola Directors There are 11 members on the board of directors for the Coca Cola Company.

a. If they must elect a chairperson, first vice chairperson, second vice chairperson, and secretary, how many different slates of candidates are possible?

b. If they must form an ethics subcommittee of four members, how many different subcommittees are possible?

28. Safe Combination The author owns a safe in which he stores all of his great ideas for the next edition of this book. The safe combination consists of four numbers between 0 and 99. If another author breaks in and tries to steal these ideas, what is the probability that he or she will get the correct combination on the first attempt? Assume that the numbers are randomly selected. Given the number of possibilities, does it seem feasible to try opening the safe by making random guesses for the combination?

29. MicroSort Gender Selection In a preliminary test of the MicroSort gender-selection method, 14 babies were born and 13 of them were girls.

a. Find the number of different possible sequences of genders that are possible when 14 babies are born.

b. How many ways can 13 girls and 1 boy be arranged in a sequence?

c. If 14 babies are randomly selected, what is the probability that they consist of 13 girls and 1 boy?

d. Does the gender-selection method appear to yield a result that is significantly different from a result that might be expected by random chance?

30. ATM Machine You want to obtain cash by using an ATM machine, but it’s dark and you can’t see your card when you insert it. The card must be inserted with the front side up and the printing configured so that the beginning of your name enters first.

a. What is the probability of selecting a random position and inserting the card, with the result that the card is inserted correctly?

b. What is the probability of randomly selecting the card’s position and finding that it is incorrectly inserted on the first attempt, but it is correctly inserted on the second attempt?

c. How many random selections are required to be absolutely sure that the card works because it is inserted correctly?

31. Designing Experiment Clinical trials of Nasonex involved a group given placebos and another group given treatments of Nasonex. Assume that a preliminary Phase I trial is to be conducted with 10 subjects, including 5 men and 5 women. If 5 of the 10 subjects are randomly selected for the treatment group, find the probability of getting 5 subjects of the same sex. Would there be a problem with having members of the treatment group all of the same sex?

32. Is the Researcher Cheating? You become suspicious when a genetics researcher randomly selects groups of 20 newborn babies and seems to consistently get 10 girls and 10 boys. The researcher claims that it is common to get 10 girls and 10 boys in such cases.

a. If 20 newborn babies are randomly selected, how many different gender sequences are possible?
b. How many different ways can 10 girls and 10 boys be arranged in sequence?

c. What is the probability of getting 10 girls and 10 boys when 20 babies are born?

d. Based on the preceding results, do you agree with the researcher’s explanation that it is common to get 10 girls and 10 boys when 20 babies are randomly selected?

33. Powerball As of this writing, the Powerball lottery is run in 29 states. Winning the jackpot requires that you select the correct five numbers between 1 and 55 and, in a separate drawing, you must also select the correct single number between 1 and 42. Find the probability of winning the jackpot.

34. Mega Millions As of this writing, the Mega Millions lottery is run in 12 states. Winning the jackpot requires that you select the correct five numbers between 1 and 56 and, in a separate drawing, you must also select the correct single number between 1 and 46. Find the probability of winning the jackpot.

35. Finding the Number of Area Codes USA Today reporter Paul Wiseman described the old rules for the three-digit telephone area codes by writing about “possible area codes with 1 or 0 in the second digit. (Excluded: codes ending in 00 or 11, for toll-free calls, emergency services, and other special uses.)” Codes beginning with 0 or 1 should also be excluded. How many different area codes were possible under these old rules?

36. NCAA Basketball Tournament Each year, 64 college basketball teams compete in the NCAA tournament. Sandbox.com recently offered a prize of $10 million to anyone who could correctly pick the winner in each of the tournament games. (The president of that company also promised that, in addition to the cash prize, he would eat a bucket of worms. Yuck.)

a. How many games are required to get one championship team from the field of 64 teams?

b. If someone makes random guesses for each game of the tournament, find the probability of picking the winner in each game.

c. In an article about the $10 million prize, the New York Times wrote that “even a college basketball expert who can pick games at a 70 percent clip has a 1 in __________ chance of getting all the games right.” Fill in the blank.

4-7 Beyond the Basics

37. Finding the Number of Computer Variable Names A common computer programming rule is that names of variables must be between 1 and 8 characters long. The first character can be any of the 26 letters, while successive characters can be any of the 26 letters or any of the 10 digits. For example, allowable variable names are A, BBB, and M3477K. How many different variable names are possible?

38. Handshakes and Round Tables

a. Five managers gather for a meeting. If each manager shakes hands with each other manager exactly once, what is the total number of handshakes?

b. If \( n \) managers shake hands with each other exactly once, what is the total number of handshakes?

c. How many different ways can five managers be seated at a round table? (Assume that if everyone moves to the right, the seating arrangement is the same.)

d. How many different ways can \( n \) managers be seated at a round table?

39. Evaluating Large Factorials Many calculators or computers cannot directly calculate 70! or higher. When \( n \) is large, \( n! \) can be approximated by \( n! \approx 10^n K \), where

\[
K = (n + 0.5) \log n + 0.39908993 - 0.43429448n.
\]

a. You have been hired to visit the capitol of each of the 50 states. How many different routes are possible? Evaluate the answer using the factorial key on a calculator and also by using the approximation given here.
b. The Bureau of Fisheries once asked Bell Laboratories for help finding the shortest route for getting samples from 300 locations in the Gulf of Mexico. If you compute the number of different possible routes, how many digits are used to write that number?

**40. Computer Intelligence** Can computers “think”? According to the Turing test, a computer can be considered to think if, when a person communicates with it, the person believes he or she is communicating with another person instead of a computer. In an experiment at Boston's Computer Museum, each of 10 judges communicated with four computers and four other people and was asked to distinguish between them.

a. Assume that the first judge cannot distinguish between the four computers and the four people. If this judge makes random guesses, what is the probability of correctly identifying the four computers and the four people?

b. Assume that all 10 judges cannot distinguish between computers and people, so they make random guesses. Based on the result from part (a), what is the probability that all 10 judges make all correct guesses? (That event would lead us to conclude that computers cannot “think” when, according to the Turing test, they can.)

**41. Change for a Dollar** How many different ways can you make change for a dollar (including a one dollar coin)?

---

**Bayes’ Theorem (on CD-ROM)**

The CD-ROM included with this book includes another section dealing with conditional probability. This additional section discusses applications of Bayes’ theorem (or Bayes’ rule), which we use for revising a probability value based on additional information that is later obtained. See the CD-ROM for the discussion, examples, and exercises describing applications of Bayes’ theorem.

---

**Review**

We began this chapter with the basic concept of probability. The single most important concept to learn from this chapter is the rare event rule for inferential statistics, because it forms the basis for hypothesis testing (see Chapter 8).

**Rare Event Rule for Inferential Statistics**

If, under a given assumption, the probability of a particular observed event is extremely small, we conclude that the assumption is probably not correct.

In Section 4-2 we presented the basic definitions and notation associated with probability. We should know that a probability value, which is expressed as a number between 0 and 1, reflects the likelihood of some event. We gave three approaches to finding probabilities:

\[
P(A) = \frac{\text{number of times that } A \text{ occurred}}{\text{number of times trial was repeated}} \quad \text{(relative frequency)}
\]

\[
P(A) = \frac{\text{number of ways } A \text{ can occur}}{\text{number of different simple events}} = \frac{s}{n} \quad \text{(for equally likely outcomes)}
\]

\[
P(A) \text{ is estimated by using knowledge of the relevant circumstances.} \quad \text{(subjective probability)}
\]

We noted that the probability of any impossible event is 0, the probability of any certain event is 1, and for any event \( A \), \( 0 \leq P(A) \leq 1 \). We also discussed the complement of event \( A \), denoted by \( \bar{A} \). That is, \( \bar{A} \) indicates that event \( A \) does not occur.
In Sections 4-3, 4-4, and 4-5 we considered compound events, which are events combining two or more simple events. We associated the word “or” with the addition rule and the word “and” with the multiplication rule.

- \( P(A \text{ or } B) \): The word “or” suggests addition, and when adding \( P(A) \) and \( P(B) \), we must be careful to add in such a way that every outcome is counted only once.
- \( P(A \text{ and } B) \): The word “and” suggests multiplication, and when multiplying \( P(A) \) and \( P(B) \), we must be careful to be sure that the probability of event \( B \) takes into account the previous occurrence of event \( A \).

In Section 4-6 we described simulation techniques that are often helpful in determining probability values, especially in situations in which formulas or theoretical calculations are extremely difficult.

Section 4-7 was devoted to the following counting techniques, which are used to determine the total number of outcomes in probability problems: Fundamental counting rule, factorial rule, permutations rule (when items are all different), permutations rule (when some items are identical to others), and the combinations rule.

### Statistical Literacy and Critical Thinking

1. **Interpreting Probability Value** Researchers conducted a study of helmet use and head injuries among skiers and snowboarders. Results of the study included a “P-Value” (probability value) of 0.004 (based on data from “Helmet Use and Risk of Head Injuries in Alpine Skiers and Snowboarders,” by Sullheim, et al., *Journal of the American Medical Association*, Vol. 295, No. 8). That probability value refers to particular results from the study. In general, what does a probability value of 0.004 tell us?

2. **Independent Smoke Alarms** A new home owner is installing smoke detectors powered by the home’s electrical system. He reasons that he can make the smoke detectors independent by connecting them to separate circuits within the home. Would those smoke detectors be truly independent? Why or why not?

3. **Probability of a Burglary** According to FBI data, 12.7% of burglary cases were cleared with arrests. A new detective is assigned to two different burglary cases, and she reasons that the probability of clearing both of them is 0.127 \(
\times\) 0.127 = 0.0161. Is her reasoning correct? Why or why not?

4. **Predicting Lottery Outcomes** A columnist for the *Daily News* in New York City wrote about selecting lottery numbers. He stated that some lottery numbers are more likely to occur because they haven’t turned up as much as they should, and they are overdue. Is this reasoning correct? Why or why not? What principle of probability is relevant here?

### Chapter Quick Quiz

1. A Los Vegas handicapper can correctly predict the winning professional football team 70% of the time. What is the probability that she is wrong in her next prediction?

2. For the same handicapper described in Exercise 1, find the probability that she is correct in each of her next two predictions.

3. Estimate the probability that a randomly selected prime-time television show will be interrupted with a news bulletin.

4. When conducting a clinical trial of the effectiveness of a gender selection method, it is found that there is a 0.342 probability that the results could have occurred by chance. Does the method appear to be effective?

5. If \( P(A) = 0.4 \), what is the value of \( P(\overline{A}) \)?
In Exercises 6–10, use the following results:
In the judicial case of United States v. City of Chicago, discrimination was charged in a qualifying exam for the position of Fire Captain. In the table below, Group A is a minority group and Group B is a majority group.

<table>
<thead>
<tr>
<th>Passed</th>
<th>Failed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group A</td>
<td>10</td>
</tr>
<tr>
<td>Group B</td>
<td>417</td>
</tr>
</tbody>
</table>

6. If one of the test subjects is randomly selected, find the probability of getting someone who passed the exam.

7. Find the probability of randomly selecting one of the test subjects and getting someone who is in Group B or passed.

8. Find the probability of randomly selecting two different test subjects and finding that they are both in Group A.

9. Find the probability of randomly selecting one of the test subjects and getting someone who is in Group A and passed the exam.

10. Find the probability of getting someone who passed, given that the selected person is in Group A.

Review Exercises


<table>
<thead>
<tr>
<th>Head Injuries</th>
<th>Not Injured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wore Helmet</td>
<td>96</td>
</tr>
<tr>
<td>No Helmet</td>
<td>480</td>
</tr>
</tbody>
</table>

1. Helmets and Injuries If one of the subjects is randomly selected, find the probability of selecting someone with a head injury.

2. Helmets and Injuries If one of the subjects is randomly selected, find the probability of selecting someone who wore a helmet.

3. Helmets and Injuries If one of the subjects is randomly selected, find the probability of selecting someone who had a head injury or wore a helmet.

4. Helmets and Injuries If one of the subjects is randomly selected, find the probability of selecting someone who did not wear a helmet or was not injured.

5. Helmets and Injuries If one of the subjects is randomly selected, find the probability of selecting someone who wore a helmet and was injured.

6. Helmets and Injuries If one of the subjects is randomly selected, find the probability of selecting someone who did not wear a helmet and was not injured.

7. Helmets and Injuries If two different study subjects are randomly selected, find the probability that they both wore helmets.

8. Helmets and Injuries If two different study subjects are randomly selected, find the probability that they both had head injuries.

9. Helmets and Injuries If one of the subjects is randomly selected, find the probability of selecting someone who did not wear a helmet, given that the subject had head injuries.

10. Helmets and Injuries If one of the subjects is randomly selected, find the probability of selecting someone who was not injured, given that the subject wore a helmet.
11. **Subjective Probability** Use subjective probability to estimate the probability of randomly selecting a car and selecting one that is black.

12. **Blue Eyes** About 35% of the population has blue eyes (based on a study by Dr. P. Sorita Soni at Indiana University).
   a. If someone is randomly selected, what is the probability that he or she does not have blue eyes?
   b. If four different people are randomly selected, what is the probability that they all have blue eyes?
   c. Would it be unusual to randomly select four people and find that they all have blue eyes? Why or why not?

13. **National Statistics Day**
   a. If a person is randomly selected, find the probability that his or her birthday is October 18, which is National Statistics Day in Japan. Ignore leap years.
   b. If a person is randomly selected, find the probability that his or her birthday is in October. Ignore leap years.
   c. Estimate a subjective probability for the event of randomly selecting an adult American and getting someone who knows that October 18 is National Statistics Day in Japan.
   d. Is it unusual to randomly select an adult American and get someone who knows that October 18 is National Statistics Day in Japan?

14. **Motor Vehicle Fatalities** For a recent year, the fatality rate from motor vehicle crashes was reported as 15.2 per 100,000 population.
   a. What is the probability that a randomly selected person will die this year as a result of a motor vehicle crash?
   b. If two people are randomly selected, find the probability that they both die this year as the result of motor vehicle crashes, and express the result using three significant digits.
   c. If two people are randomly selected, find the probability that neither of them dies this year as the result of motor vehicle crashes, and express the result using six decimal places.

15. **Sudoku Poll** America Online conducted a poll by asking its Internet subscribers if they would like to participate in a Sudoku tournament. Among the 4467 Internet users who chose to respond, 40% said “absolutely.”
   a. What is the probability of selecting one of the respondents and getting someone who responded with something other than “absolutely”?
   b. Based on these poll results, can we conclude that among Americans, roughly 40% would respond with “absolutely”? Why or why not?

16. **Composite Sampling** A medical testing laboratory saves money by combining blood samples for tests. The combined sample tests positive if at least one person is infected. If the combined sample tests positive, then the individual blood tests are performed. In a test for Chlamydia, blood samples from 10 randomly selected people are combined. Find the probability that the combined sample tests positive with at least one of the 10 people infected. Based on data from the Centers for Disease Control, the probability of a randomly selected person having Chlamydia is 0.00320. Is it likely that such combined samples test positive?

17. **Is the Pollster Lying?** A pollster for the Gosset Survey Company claims that 30 voters were randomly selected from a population of 2,800,000 eligible voters in New York City (85% of whom are Democrats), and all 30 were Democrats. The pollster claims that this could easily happen by chance. Find the probability of getting 30 Democrats when 30 voters are randomly selected from this population. Based on the results, does it seem that the pollster is lying?

18. **Mortality** Based on data from the U.S. Center for Health Statistics, the death rate for males in the 15–24 age bracket is 114.4 per 100,000 population, and the death rate for females in that same age bracket is 44.0 per 100,000 population.
   a. If a male in that age bracket is randomly selected, what is the probability that he will survive? (Express the answer with six decimal places.)
   b. If two males in that age bracket are randomly selected, what is the probability that they both survive?
   c. If two females in that age bracket are randomly selected, what is the probability that they both survive?
d. Identify at least one reason for the discrepancy between the death rates for males and females.

19. **South Carolina Lottery** In the South Carolina Palmetto Cash 5 lottery game, winning the jackpot requires that you select the correct five numbers between 1 and 38. How many different possible ways can those five numbers be selected? What is the probability of winning the jackpot? Is it unusual for anyone to win this lottery?

20. **Bar Codes** On January 1, 2005, the bar codes put on retail products were changed so that they now represent 13 digits instead of 12. How many different products can now be identified with the new bar codes?

---

**Cumulative Review Exercises**

1. **Weights of Steaks** Listed below are samples of weights (ounces) of steaks listed on a restaurant menu as "20-ounce Porterhouse" steaks (based on data collected by a student of the author). The weights are supposed to be 21 oz because the steaks supposedly lose an ounce when cooked.

   17 20 21 18 20 20 18 19 19
   20 19 21 20 18 20 19 18 19

   a. Find the mean weight.
   b. Find the median weight.
   c. Find the standard deviation of the weights.
   d. Find the variance of the weights. Be sure to include the units of measurement.
   e. Based on the results, do the steaks appear to weigh enough?

2. **AOL Poll** In an America Online poll, Internet users were asked if they want to live to be 100. There were 3042 responses of "yes," and 2184 responses of "no."

   a. What percentage of responses were "yes"?
   b. Based on the poll results, what is the probability of randomly selecting someone who wants to live to be 100?
   c. What term is used for this type of sampling method, and is this sampling method suitable?
   d. What is a simple random sample, and would it be a better type of sample for such polls?

3. **Weights of Cola** Listed below are samples of weights (grams) of regular Coke and diet Coke (based on Data Set 17 in Appendix B).

   Regular: 372 370 370 372 371 374
   Diet: 353 352 358 357 356 357

   a. Find the mean weight of regular Coke and the mean weight of diet Coke, then compare the results. Are the means approximately equal?
   b. Find the median weight of regular Coke and the median weight of diet Coke, then compare the results.
   c. Find the standard deviation of regular Coke and the standard deviation of diet Coke, then compare the results.
   d. Find the variance of the weights of regular Coke and the variance of the weights of diet Coke. Be sure to include the units of measurement.
   e. Based on the results, do the weights of regular Coke and diet Coke appear to be about the same?

4. **Unusual Values**

   a. The mean diastolic blood pressure level for adult women is 67.4, with a standard deviation of 11.6 (based on Data Set 1 in Appendix B). Using the range rule of thumb, would a diastolic blood pressure of 38 be considered unusual? Explain.
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b. A student, who rarely attends class and does no homework, takes a difficult true/false quiz consisting of 10 questions. He tells the instructor that he made random guesses for all answers, but he gets a perfect score. What is the probability of getting all 10 answers correct if he really does make random guesses? Is it unusual to get a perfect score on such a test, assuming that all answers are random guesses?

5. Sampling Eye Color Based on a study by Dr. P. Sorita Soni at Indiana University, we know that eye colors in the United States are distributed as follows: 40% brown, 35% blue, 12% green, 7% gray, 6% hazel.

a. A statistics instructor collects eye color data from her students. What is the name for this type of sample?
b. Identify one factor that might make this particular sample biased and not representative of the general population of people in the United States.
c. If one person is randomly selected, what is the probability that this person will have brown or blue eyes?
d. If two people are randomly selected, what is the probability that at least one of them has brown eyes?

d. Finding the Number of Possible Melodies In Denys Parsons’ Directory of Tunes and Musical Themes, melodies for more than 14,000 songs are listed according to the following scheme: The first note of every song is represented by an asterisk *, and successive notes are represented by R (for repeat the previous note), U (for a note that goes up), or D (for a note that goes down). Beethoven’s Fifth Symphony begins as *RRD. Classical melodies are represented through the first 16 notes. With this scheme, how many different classical melodies are possible?

Using Simulations for Probabilities

Students typically find that the topic of probability is the single most difficult topic in an introductory statistics course. Some probability problems might sound simple while their solutions are incredibly complex. In this chapter we have identified several basic and important rules commonly used for finding probabilities, but in this project we use a different approach that can overcome much of the difficulty encountered with the application of formal rules. This alternative approach consists of developing a simulation, which is a process that behaves the same way as the procedure, so that similar results are produced. (See Section 4-6.)

See Example 3 in Section 4-6, where we consider the probability of getting a run of at least 6 heads or at least 6 tails when a coin is tossed 200 times. The solution for Example 3 did not provide a probability value, so the objective of this exercise is to obtain such a value. Conduct a simulation by generating 200 numbers, with each number being 0 or 1 selected in a way that they are equally likely. Visually examine the list to determine whether there is a run of at least 6 simulated heads or tails. Repeat this experiment often enough to determine the probability so that the value of the first decimal place is known. If possible, combine results with classmates so that a more precise probability value is obtained. Write a brief report summarizing results, including the number of trials and the number of successes.

APPLET PROJECT

Conduct the preceding Technology Project by using an applet on the CD included with this book. Open the Applets folder on the CD and proceed to double-click on Start. Select the menu item of Simulating the probability of a head with a fair coin. Select n = 1000. Click on Flip. The Technology Project requires a simulation of 200 coin flips, so use only the first 200 outcomes listed in the column with the heading of Flip. As in the Technology Project, visually examine the list to determine whether there is a run of at least 6 simulated heads or tails in the first 200 outcomes. Repeat this experiment often enough to determine the probability so that the value of the first decimal place is known.
Computing Probabilities

Finding probabilities when rolling dice is easy. With one die, there are six possible outcomes, so each outcome, such as a roll of 2, has probability 1/6. For a card game, the calculations are more involved, but they are still manageable. But what about a more complicated game, such as the board game Monopoly? What is the probability of landing on a particular space on the board? The probability depends on the space your piece currently occupies, the roll of the dice, the drawing of cards, as well as other factors. Now consider a more true-to-life example, such as the probability of having an auto accident. The number of factors involved is too large to even consider, yet such probabilities are nonetheless quoted, for example, by insurance companies.

The Internet Project for this chapter considers methods for computing probabilities in complicated situations. You will examine the probabilities underlying a well-known game as well as those in a popular television game show. You will also estimate accident and health-related probabilities using empirical data.

Critical Thinking: As a physician, what should you tell a woman after she has taken a test for pregnancy?

It is important for a woman to know if she becomes pregnant so that she can discontinue any activities, medications, exposure to toxins at work, smoking, or alcohol consumption that could be potentially harmful to the baby. Pregnancy tests, like almost all health tests, do not yield results that are 100% accurate. In clinical trials of a blood test for pregnancy, the results shown in the accompanying table were obtained for the Abbot blood test (based on data from “Specificity and Detection Limit of Ten Pregnancy Tests,” by Tiitinen and Stenman, Scandinavian Journal of Clinical Laboratory Investigation, Vol. 53, Supplement 216). Other tests are more reliable than the test with results given in this table.

Analyzing the Results

1. Based on the results in the table, what is the probability of a woman being pregnant if the test indicates a negative result? If you are a physician and you have a patient who tested negative, what advice would you give?
2. Based on the results in the table, what is the probability of a false positive? That is, what is the probability of getting a positive result if the woman is not actually pregnant? If you are a physician and you have a patient who tested positive, what advice would you give?
3. Find the values of each of the following, and explain the difference between the two events. Describe the concept of confusion of the inverse in this context.
   - \( P(\text{pregnant} \mid \text{positive test result}) \)
   - \( P(\text{positive test result} \mid \text{pregnant}) \)

<table>
<thead>
<tr>
<th>Pregnancy Test Results</th>
<th>Positive Test Result (pregnancy is indicated)</th>
<th>Negative Test Result (pregnancy is not indicated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject is pregnant</td>
<td>80</td>
<td>5</td>
</tr>
<tr>
<td>Subject is not pregnant</td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>
Cooperative Group Activities

1. **In-class activity** Divide into groups of three or four and use coin flipping to develop a simulation that emulates the kingdom that abides by this decree: After a mother gives birth to a son, she will not have any other children. If this decree is followed, does the proportion of girls increase?

2. **In-class activity** Divide into groups of three or four and use actual thumbtacks to estimate the probability that when dropped, a thumbtack will land with the point up. How many trials are necessary to get a result that appears to be reasonably accurate when rounded to the first decimal place?

3. **In-class activity** Divide into groups of three or four and use Hershey’s Kiss candies to estimate the probability that when dropped, they land with the flat part lying on the floor. How many trials are necessary to get a result that appears to be reasonably accurate when rounded to the first decimal place?

4. **Out-of-class activity** Marine biologists often use the *capture-recapture method* as a way to estimate the size of a population, such as the number of fish in a lake. This method involves capturing a sample from the population, tagging each member in the sample, then returning them to the population. A second sample is later captured, and the tagged members are counted along with the total size of this second sample. The results can be used to estimate the size of the population.

   Instead of capturing real fish, simulate the procedure using some uniform collection of items such as BBs, colored beads, M&Ms, Fruit Loop cereal pieces, or index cards. Start with a large collection of such items. Collect a sample of 50 and use a magic marker to “tag” each one. Replace the tagged items, mix the whole population, then select a second sample and proceed to estimate the population size. Compare the result to the actual population size obtained by counting all of the items.

5. **In-class activity** Divide into groups of two. Refer to Exercise 17 in Section 4-6 for a description of the “Monty Hall problem.” Simulate the contest and record the results for sticking and switching, then determine which of those two strategies is better.

6. **Out-of-class activity** Divide into groups of three or four. First, use subjective estimates for the probability of randomly selecting a car and getting each of these car colors: black, white, blue, red, silver, other. Then design a sampling plan for obtaining car colors through observation. Execute the sampling plan and obtain revised probabilities based on the observed results. Write a brief report of the results.
Section 4-6 in this chapter describes simulation methods for determining probabilities. Example 2 in Section 4-6 describes this classic birthday problem: Find the probability that in a randomly selected group of 25 people, at least 2 share the same birthday. Example 2 notes that instead of generating actual birthdays, a simulation can be performed by randomly generating whole numbers between 1 and 365 inclusive. Randomly generating the number 20 is equivalent to randomly selecting the birthday of January 20, which is the 20th day of the year. Exercise 31 in Section 4-5 deals with this classic birthday problem. We will consider this variation of the classic birthday problem:

Find the probability that of 30 randomly selected people, at least 2 share the same birthday.

Instead of surveying randomly selected people, we will develop a simulation that randomly generates birthdays, which we will identify as whole numbers between 1 and 365 inclusive. Because we need to identify when the same birthday occurs, there is no need to convert the generated numbers to actual birthdays; we can simply compare the numbers.

**StatCrunch Procedure for Simulating Birthdays**

1. Sign into StatCrunch, then click on **Open StatCrunch** to get the spreadsheet with menu items available at the top.
2. Click on **Data**, then click on the menu item of **Simulate data**.
3. You will now see another pop-up window. Scroll down and click on **Uniform**. A uniform distribution will be discussed in Section 6-2, but for now we simply note that it has the key property that the different possible values are all equally likely. (We are assuming that the 365 different possible birthdays are all equally possible. This assumption is not exactly correct, but it will give us good results here.)
4. You should now get a new window labeled **Uniform samples**. Because we want to simulate 30 birthdays, enter 30 for the number of rows. Enter 1 for the number of columns. We want numbers between 1 and 365, so enter 1 in the box labeled “a” and enter 365 in the box labeled “b”. Also, select **Use single dynamic seed** so that everyone gets different results.
5. Click on **Simulate** and the spreadsheet will show 30 numbers in the first column.
6. The randomly generated numbers will have five decimal places, so 172.33247 is a typical result. We can either ignore the decimal portions of those numbers, or we could transform the data. (To transform the data, click on **Data** and select **Transform data**. In the Y box select the column containing the data, and select the **floor(Y)** function, where “floor” rounds the number down to a whole number, click on **Set Expression**, then click on **Compute**.)
7. If we sort the 30 birthdays, it will be easy to scan the column to see if there are any two that are the same. To sort the values in column 2, click on **Data**, then click on **Sort columns** and proceed to select the column to be sorted; next click on **Sort columns** at the bottom. StatCrunch will then create a new column consisting of the sorted birthdays. It will now be easy to look at that third column to see if there are any two that are the same. (*Note*: If the decimal portions of the numbers were not removed, consider two birthdays to be the same if the numbers to the left of the decimal points are the same. For example, consider 172.33247 and 172.99885 to be the same birthday.)

Shown below are the first five rows of a typical StatCrunch spreadsheet. The first column contains randomly generated numbers between 1 and 365, the second column includes those same numbers transformed so that the decimal portions are eliminated, and the third column includes the sorted numbers.

**Project**

Use the above procedure to simulate 30 birthdays and determine whether any 2 are the same. Repeat this procedure often enough to estimate the probability of getting at least 2 people sharing the same birthday when 30 people are randomly selected. Do enough simulations to be confident that the first decimal place of the probability is correct. (*Hint*: Repeating the above procedure can be streamlined by generating multiple columns—Step 4 above—instead of one column at a time.)

<table>
<thead>
<tr>
<th>Row</th>
<th>Uniform1</th>
<th>floor(Uniform)</th>
<th>Sort(floor(Uniform))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>326.50253</td>
<td>326</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>161.76106</td>
<td>161</td>
<td>54</td>
</tr>
<tr>
<td>3</td>
<td>112.0378</td>
<td>112</td>
<td>78</td>
</tr>
<tr>
<td>4</td>
<td>274.4181</td>
<td>274</td>
<td>82</td>
</tr>
<tr>
<td>5</td>
<td>54.281693</td>
<td>54</td>
<td>83</td>
</tr>
</tbody>
</table>
Gregor Mendel conducted original experiments to study the genetic traits of pea plants. In 1865 he wrote “Experiments in Plant Hybridization,” which was published in Proceedings of the Natural History Society. Mendel presented a theory that when there are two inheritable traits, one of them will be dominant and the other will be recessive. Each parent contributes one gene to an offspring and, depending on the combination of genes, that offspring could inherit the dominant trait or the recessive trait. Mendel conducted an experiment using pea plants. The pods of pea plants can be green or yellow. When one pea carrying a dominant green gene and a recessive yellow gene is crossed with another pea carrying the same green/yellow genes, the offspring can inherit any one of four combinations of genes, as shown in the table below.

<table>
<thead>
<tr>
<th>Gene from Parent 1</th>
<th>Gene from Parent 2</th>
<th>Offspring Genes</th>
<th>Color of Offspring Pod</th>
</tr>
</thead>
<tbody>
<tr>
<td>green</td>
<td>green</td>
<td>green/green</td>
<td>green</td>
</tr>
<tr>
<td>green</td>
<td>yellow</td>
<td>green/yellow</td>
<td>green</td>
</tr>
<tr>
<td>yellow</td>
<td>green</td>
<td>yellow/green</td>
<td>green</td>
</tr>
<tr>
<td>yellow</td>
<td>yellow</td>
<td>yellow/yellow</td>
<td>yellow</td>
</tr>
</tbody>
</table>

Because green is dominant and yellow is recessive, the offspring pod will be green if either of the two inherited genes is green. The offspring can have a yellow pod only if it inherits the yellow gene from each of the two parents. We can see from the table that when crossing two parents with the green/yellow pair of genes, we expect that 3/4 of the offspring peas should have green pods. That is, \( P(\text{green pod}) = \frac{3}{4} \).

When Mendel conducted his famous hybridization experiments using parent pea plants with the green/yellow combination of genes, he obtained 580 offspring. According to Mendel’s theory, \( \frac{3}{4} \) of the offspring should have green pods, but the actual number of plants with green pods was 428. So the proportion of offspring with green pods to the total number of offspring is \( \frac{428}{580} = 0.738 \). Mendel expected a proportion of 3/4 or 0.75, but his actual result is a proportion of 0.738. In this chapter we will consider the issue of whether the experimental results contradict the theoretical results and, in so doing, we will lay a foundation for hypothesis testing, which is introduced in Chapter 8.
In this chapter we combine the methods of descriptive statistics presented in Chapters 2 and 3 and those of probability presented in Chapter 4 to describe and analyze probability distributions. Probability distributions describe what will probably happen instead of what actually did happen, and they are often given in the format of a graph, table, or formula. Recall that in Chapter 2 we used observed sample data to construct frequency distributions. In this chapter we use the possible outcomes of a procedure (determined using the methods of Chapter 4) along with the expected relative frequencies to construct probability distributions, which serve as models of theoretically perfect frequency distributions. With this knowledge of population outcomes, we are able to find important characteristics, such as the mean and standard deviation, and to compare theoretical probabilities to actual results in order to determine whether outcomes are unusual.

Figure 5-1 provides a visual summary of what we will accomplish in this chapter. Using the methods of Chapters 2 and 3, we would repeatedly roll the die to collect sample data, which could then be described visually (with a histogram or boxplot), or numerically using measures of center (such as the mean) and measures of variation (such as the standard deviation). Using the methods of Chapter 4, we could find the probability of each possible outcome. Then we could construct a probability distribution, which describes the relative frequency table for a die rolled an infinite number of times.

In order to fully understand probability distributions, we must first understand the concept of a random variable, and be able to distinguish between discrete and continuous random variables. In this chapter we focus on discrete probability distributions. In particular, we discuss binomial and Poisson probability distributions. We will discuss continuous probability distributions in Chapter 6.

The table at the extreme right in Figure 5-1 represents a probability distribution that serves as a model of a theoretically perfect population frequency distribution.
In essence, we can describe the relative frequency table for a die rolled an infinite number of times. With this knowledge of the population of outcomes, we are able to find its important characteristics, such as the mean and standard deviation. The remainder of this book and the very core of inferential statistics are based on some knowledge of probability distributions. We begin by examining the concept of a random variable, and then we consider important distributions that have many real applications.

**Random Variables**

**Key Concept** In this section we consider the concept of random variables and how they relate to probability distributions. We also discuss how to distinguish between discrete random variables and continuous random variables. In addition, we develop formulas for finding the mean, variance, and standard deviation for a probability distribution. Most importantly, we focus on determining whether outcomes are likely to occur by chance or they are unusual (in the sense that they are not likely to occur by chance).

We begin with the related concepts of random variable and probability distribution.

**Definition**

A **random variable** is a variable (typically represented by \( x \)) that has a single numerical value, determined by chance, for each outcome of a procedure.

A **probability distribution** is a description that gives the probability for each value of the random variable. It is often expressed in the format of a graph, table, or formula.

**Example 1** Genetics Consider the offspring of peas from parents both having the green/yellow combination of pod genes. Under these conditions, the probability that the offspring has a green pod is \( \frac{3}{4} \) or 0.75. That is, \( P(\text{green}) = 0.75 \). If five such offspring are obtained, and if we let

\[ x = \text{number of peas with green pods among 5 offspring peas} \]

then \( x \) is a random variable because its value depends on chance. Table 5-1 is a probability distribution because it gives the probability for each value of the random variable \( x \). (In Section 5-3 we will see how to find the probability values, such as those listed in Table 5-1.)

<table>
<thead>
<tr>
<th>( x ) (Number of Peas with Green Pods)</th>
<th>( P(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.001</td>
</tr>
<tr>
<td>1</td>
<td>0.015</td>
</tr>
<tr>
<td>2</td>
<td>0.088</td>
</tr>
<tr>
<td>3</td>
<td>0.264</td>
</tr>
<tr>
<td>4</td>
<td>0.396</td>
</tr>
<tr>
<td>5</td>
<td>0.237</td>
</tr>
</tbody>
</table>

**Note:** If a probability value is very small, such as 0.000000123, we can represent it as 0+ in a table, where 0+ indicates that the probability value is a very small positive number. (Representing the small probability as 0 would incorrectly indicate that the event is impossible.)

In Section 1-2 we made a distinction between discrete and continuous data. Random variables may also be discrete or continuous, and the following two definitions are consistent with those given in Section 1-2.
This chapter deals exclusively with discrete random variables, but the following chapters will deal with continuous random variables.

**Example 2** The following are examples of discrete and continuous random variables.

1. **Discrete** Let \( x = \) the number of eggs that a hen lays in a day. This is a discrete random variable because its only possible values are 0, or 1, or 2, and so on. No hen can lay 2.343115 eggs, which would have been possible if the data had come from a continuous scale.

2. **Discrete** The count of the number of statistics students present in class on a given day is a whole number and is therefore a discrete random variable. The counting device shown in Figure 5-2(a) is capable of indicating only a finite number of values, so it is used to obtain values for a discrete random variable.

3. **Continuous** Let \( x = \) the amount of milk a cow produces in one day. This is a continuous random variable because it can have any value over a continuous span. During a single day, a cow might yield an amount of milk that can be any value.
between 0 gallons and 5 gallons. It would be possible to get 4.123456 gallons, because the cow is not restricted to the discrete amounts of 0, 1, 2, 3, 4, or 5 gallons.

4. **Continuous** The measure of voltage for a particular smoke detector battery can be any value between 0 volts and 9 volts. It is therefore a continuous random variable. The voltmeter shown in Figure 5-2(b) is capable of indicating values on a continuous scale, so it can be used to obtain values for a *continuous* random variable.

**Graphs**

There are various ways to graph a probability distribution, but we will consider only the **probability histogram**. Figure 5-3 is a probability histogram. Notice that it is similar to a relative frequency histogram (see Chapter 2), but the vertical scale shows *probabilities* instead of relative frequencies based on actual sample results.

In Figure 5-3, we see that the values of 0, 1, 2, 3, 4, 5 along the horizontal axis are located at the centers of the rectangles. This implies that the rectangles are each 1 unit wide, so the areas of the rectangles are 0.001, 0.015, 0.088, 0.264, 0.396, 0.237. The *areas* of these rectangles are the same as the *probabilities* in Table 5-1. We will see in Chapter 6 and future chapters that such a correspondence between area and probability is very useful in statistics.

Every probability distribution must satisfy each of the following two requirements.

**Requirements for a Probability Distribution**

1. \[ \sum P(x) = 1 \quad \text{where } x \text{ assumes all possible values. (The sum of all probabilities must be 1, but values such as 0.999 or 1.001 are acceptable because they result from rounding errors.)} \]

2. \[ 0 \leq P(x) \leq 1 \quad \text{for every individual value of } x. (\text{That is, each probability value must be between 0 and 1 inclusive.}) \]

The first requirement comes from the simple fact that the random variable \( x \) represents all possible events in the entire sample space, so we are certain (with probability 1) that one of the events will occur. In Table 5-1 we see that the sum of the probabilities is 1.001 (due to rounding errors) and that every value \( P(x) \) is between 0 and 1. Because Table 5-1 satisfies the above requirements, we confirm that it is a probability distribution. A probability distribution may be described by a table, such as Table 5-1, or a graph, such as Figure 5-3, or a formula.

**Life Data Analysis**

Life data analysis deals with the longevity and failure rates of manufactured products. In one application, it is known that Dell computers have an “infant mortality” rate, whereby the failure rate is highest immediately after the computers are produced. Dell therefore tests or “burns-in” the computers before they are shipped. Dell can optimize profits by using an optimal burn-in time that identifies failures without wasting valuable testing time. Other products, such as cars, have failure rates that increase over time as parts wear out. If General Motors or Dell or any other company were to ignore the use of statistics and life data analysis, it would run the serious risk of going out of business because of factors such as excessive warranty repair costs or the loss of customers who experience unacceptable failure rates.

The *Weibull distribution* is a probability distribution commonly used in life data analysis applications. That distribution is beyond the scope of this book.

**Figure 5-3**

Probability Histogram
Table 5-2  Cell Phones per Household

<table>
<thead>
<tr>
<th>x</th>
<th>P(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.19</td>
</tr>
<tr>
<td>1</td>
<td>0.26</td>
</tr>
<tr>
<td>2</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>0.13</td>
</tr>
</tbody>
</table>

**Example 3**  
Cell Phones Based on a survey conducted by Frank N. Magid Associates, Table 5-2 lists the probabilities for the number of cell phones in use per household. Does Table 5-2 describe a probability distribution?

**Solution**  
To be a probability distribution, \( P(x) \) must satisfy the preceding two requirements. But

\[
\sum P(x) = P(0) + P(1) + P(2) + P(3) = 0.19 + 0.26 + 0.33 + 0.13 = 0.91 \quad [\text{showing that } \sum P(x) \neq 1]
\]

Because the first requirement is not satisfied, we conclude that Table 5-2 does not describe a probability distribution.

**Example 4**  
Does \( P(x) = \frac{x}{10} \) (where \( x \) can be 0, 1, 2, 3, or 4) determine a probability distribution?

**Solution**  
For the given formula we find that \( P(0) = 0/10, P(1) = 1/10, P(2) = 2/10, P(3) = 3/10, \) and \( P(4) = 4/10, \) so that

1. \( \sum P(x) = \frac{0}{10} + \frac{1}{10} + \frac{2}{10} + \frac{3}{10} + \frac{4}{10} = \frac{10}{10} = 1 \)

2. Each of the \( P(x) \) values is between 0 and 1.

Because both requirements are satisfied, the formula given in this example is a probability distribution.

**Mean, Variance, and Standard Deviation**

In Chapter 2 we described the following characteristics of data (which can be remembered with the mnemonic of CVDOT for “Computer Viruses Destroy Or Terminate”): (1) center; (2) variation; (3) distribution; (4) outliers; and (5) time (changing characteristics of data over time). These same characteristics can be used to describe probability distributions. A probability histogram or table can provide insight into the distribution of random variables. The mean is the central or “average” value of the random variable for a procedure repeated an infinite number of times. The variance and standard deviation measure the variation of the random variable. The mean, variance, and standard deviation for a probability distribution can be found by using these formulas:

**Formula 5-1**  
\[ \mu = \sum [x \cdot P(x)] \]  
Mean for a probability distribution

**Formula 5-2**  
\[ \sigma^2 = \sum [(x - \mu)^2 \cdot P(x)] \]  
Variance for a probability distribution (easier to understand)

**Formula 5-3**  
\[ \sigma^2 = \sum [x^2 \cdot P(x)] - \mu^2 \]  
Variance for a probability distribution (easier computations)

**Formula 5-4**  
\[ \sigma = \sqrt{\sum [x^2 \cdot P(x)] - \mu^2} \]  
Standard deviation for a probability distribution
### Example 5

**Finding the Mean, Variance, and Standard Deviation**

Table 5-1 describes the probability distribution for the number of peas with green pods among 5 offspring peas obtained from parents both having the green/yellow pair of genes. Find the mean, variance, and standard deviation for the probability distribution described in Table 5-1 from Example 1.

**Solution**

In Table 5-3, the two columns at the left describe the probability distribution given earlier in Table 5-1, and we create the three columns at the right for the purposes of the calculations required.

Using Formulas 5-1 and 5-2 and the table results, we get

Mean: $\mu = \Sigma [x \cdot P(x)] = 3.752 = 3.8$ (rounded)

Variance: $\sigma^2 = \Sigma [(x - \mu)^2 \cdot P(x)] = 0.940574 = 0.9$ (rounded)

The standard deviation is the square root of the variance, so

Standard deviation: $\sigma = \sqrt{0.940574} = 0.969832 = 1.0$ (rounded)

**Table 5-3 Calculating $\mu$, $\sigma$, and $\sigma^2$ for a Probability Distribution**

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P(x)$</th>
<th>$x \cdot P(x)$</th>
<th>$(x - \mu)^2 \cdot P(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.001</td>
<td>0 \cdot 0.001 = 0.000</td>
<td>$(0 - 3.752)^2 \cdot 0.001 = 0.014078$</td>
</tr>
<tr>
<td>1</td>
<td>0.015</td>
<td>1 \cdot 0.015 = 0.015</td>
<td>$(1 - 3.752)^2 \cdot 0.015 = 0.113603$</td>
</tr>
<tr>
<td>2</td>
<td>0.088</td>
<td>2 \cdot 0.088 = 0.176</td>
<td>$(2 - 3.752)^2 \cdot 0.088 = 0.270116$</td>
</tr>
<tr>
<td>3</td>
<td>0.264</td>
<td>3 \cdot 0.264 = 0.792</td>
<td>$(3 - 3.752)^2 \cdot 0.264 = 0.149293$</td>
</tr>
<tr>
<td>4</td>
<td>0.396</td>
<td>4 \cdot 0.396 = 1.584</td>
<td>$(4 - 3.752)^2 \cdot 0.396 = 0.024356$</td>
</tr>
<tr>
<td>5</td>
<td>0.237</td>
<td>5 \cdot 0.237 = 1.185</td>
<td>$(5 - 3.752)^2 \cdot 0.237 = 0.369128$</td>
</tr>
<tr>
<td>Total</td>
<td>1.000</td>
<td>$\mu = \Sigma [x \cdot P(x)] = 3.752$</td>
<td>$\sigma^2 = \Sigma [(x - \mu)^2 \cdot P(x)] = 0.940574$</td>
</tr>
</tbody>
</table>

**Interpretation**

The mean number of peas with green pods is 3.8 peas, the variance is 0.9 “peas squared,” and the standard deviation is 1.0 pea.

### Rationale for Formulas 5-1 through 5-4

Instead of blindly accepting and using formulas, it is much better to have some understanding of why they work. When computing the mean from a frequency distribution, $f$ represents class frequency and $N$ represents population size. In the expression below, we rewrite the formula for the mean of a frequency table so that it applies to a population. In the fraction $f/N$, the value of $f$ is the frequency with which the value $x$ occurs and $N$ is the population size, so $f/N$ is the probability for the value of $x$. When we replace $f/N$ with $P(x)$, we make the transition from relative frequency based on a limited number of observations to probability based on infinitely many trials.

$$\mu = \frac{\Sigma (f \cdot x)}{N} = \sum \left( \frac{f \cdot x}{N} \right) = \sum \left( x \cdot \frac{f}{N} \right) = \sum [x \cdot P(x)]$$

Similar reasoning enables us to take the variance formula from Chapter 3 and apply it to a random variable for a probability distribution; the result is Formula 5-2.

### How to Choose Lottery Numbers

Many books and suppliers of computer programs claim to be helpful in predicting winning lottery numbers. Some use the theory that particular numbers are “due” (and should be selected) because they haven’t been coming up often; others use the theory that some numbers are “cold” (and should be avoided) because they haven’t been coming up often; and still others use astrology, numerology, or dreams. Because selections of winning lottery number combinations are independent events, such theories are worthless. A valid approach is to choose numbers that are “rare” in the sense that they are not selected by other people, so that if you win, you will not need to share your jackpot with many others. The combination of 1, 2, 3, 4, 5, 6 is a poor choice because many people tend to select it. In a Florida lottery with a $105 million prize, 52,000 tickets had 1, 2, 3, 4, 5, 6; if that combination had won, the prize would have been only $1000. It’s wise to pick combinations not selected by many others. Avoid combinations that form a pattern on the entry card.
Formula 5-3 is a shortcut version that will always produce the same result as Formula 5-2. Although Formula 5-3 is usually easier to work with, Formula 5-2 is easier to understand directly. Based on Formula 5-2, we can express the standard deviation as

$$\sigma = \sqrt{\sum [(x - \mu)^2 \cdot P(x)]}$$

or as the equivalent form given in Formula 5-4.

When applying Formulas 5-1 through 5-4, use this rule for rounding results.

### Round-off Rule for $\mu$, $\sigma$, and $\sigma^2$

Round results by carrying one more decimal place than the number of decimal places used for the random variable $x$. If the values of $x$ are integers, round $\mu$, $\sigma$, and $\sigma^2$ to one decimal place.

It is sometimes necessary to use a different rounding rule because of special circumstances, such as results that require more decimal places to be meaningful. For example, with four-engine jets the mean number of jet engines working successfully throughout a flight is 3.999714286, which becomes 4.0 when rounded to one more decimal place than the original data. Here, 4.0 would be misleading because it suggests that all jet engines always work successfully. We need more precision to correctly reflect the true mean, such as the precision in the number 3.999714.

### Identifying Unusual Results with the Range Rule of Thumb

The range rule of thumb (introduced in Section 3-3) may be helpful in interpreting the value of a standard deviation. According to the range rule of thumb, most values should lie within 2 standard deviations of the mean; it is unusual for a value to differ from the mean by more than 2 standard deviations. (The use of 2 standard deviations is not an absolutely rigid value, and other values such as 3 could be used instead.) We can therefore identify “unusual” values by determining that they lie outside of these limits:

**Range Rule of Thumb**

$$\text{maximum usual value} = \mu + 2\sigma$$
$$\text{minimum usual value} = \mu - 2\sigma$$

**CAUTION**

Know that the use of the number 2 in the range rule of thumb is somewhat arbitrary, and this rule is a guideline, not an absolutely rigid rule.

### Identifying Unusual Results with Probabilities

**Rare Event Rule for Inferential Statistics**

If, under a given assumption (such as the assumption that a coin is fair), the probability of a particular observed event (such as 992 heads in 1000 tosses of a coin) is extremely small, we conclude that the assumption is probably not correct.
Probabilities can be used to apply the rare event rule as follows:

**Using Probabilities to Determine When Results Are Unusual**

- **Unusually high number of successes**: \(x\) successes among \(n\) trials is an unusually high number of successes if the probability of \(x\) or more successes is unlikely with a probability of 0.05 or less. This criterion can be expressed as follows: \(P(x\ or\ more) \leq 0.05.\) *

- **Unusually low number of successes**: \(x\) successes among \(n\) trials is an unusually low number of successes if the probability of \(x\) or fewer successes is unlikely with a probability of 0.05 or less. This criterion can be expressed as follows: \(P(x\ or\ fewer) \leq 0.05.\) *

*The value 0.05 is not absolutely rigid. Other values, such as 0.01, could be used to distinguish between results that can easily occur by chance and events that are very unlikely to occur by chance.

**Study hint**: Take time to carefully read and understand the above rare event rule and the following paragraph. The next paragraph illustrates an extremely important approach used often in statistics.

Suppose you were tossing a coin to determine whether it favors heads, and suppose 1000 tosses resulted in 501 heads. This is not evidence that the coin favors heads, because it is very easy to get a result like 501 heads in 1000 tosses just by chance. Yet, the probability of getting exactly 501 heads in 1000 tosses is actually quite small: 0.0252. This low probability reflects the fact that with 1000 tosses, any specific number of heads will have a very low probability. However, we do not consider 501 heads among 1000 tosses to be unusual, because the probability of 501 or more heads is high: 0.487.

**Example 6** Identifying Unusual Results with the Range Rule of Thumb

In Example 5 we found that for groups of 5 offspring (generated from parents both having the green/yellow pair of genes), the mean number of peas with green pods is 3.8, and the standard deviation is 1.0. Use those results and the range rule of thumb to find the maximum and minimum usual values. Based on the results, determine whether it is unusual to generate 5 offspring peas and find that only 1 of them has a green pod.

**Solution**

Using the range rule of thumb, we can find the maximum and minimum usual values as follows:

\[
\begin{align*}
\text{maximum usual value:} & \quad \mu + 2\sigma = 3.8 + 2(1.0) = 5.8 \\
\text{minimum usual value:} & \quad \mu - 2\sigma = 3.8 - 2(1.0) = 1.8
\end{align*}
\]

**Interpretation**

Based on these results, we conclude that for groups of 5 offspring peas, the number of offspring peas with green pods should usually fall between 1.8 and 5.8. If 5 offspring peas are generated as described, it would be unusual to get only 1 with a green pod (because the value of 1 is outside of this range of usual values: 1.8 to 5.8). (In this case, the maximum usual value is actually 5, because that is the largest possible number of peas with green pods.)
Chapter 5  Discrete Probability Distributions

**Example 7**  Identifying Unusual Results with Probabilities

Use probabilities to determine whether 1 is an unusually low number of peas with green pods when 5 offspring are generated from parents both having the green/yellow pair of genes.

**Solution**

To determine whether 1 is an unusually low number of peas with green pods (among 5 offspring), we need to find the probability of getting 1 or fewer peas with green pods. By referring to Table 5-1 on page 205 we can easily get the following results:

\[
P(1 \text{ or fewer}) = P(1) + P(0) = 0.015 + 0.001 = 0.016.
\]

**Interpretation**

Because the probability 0.016 is less than 0.05, we conclude that the result of 1 pea with a green pod is unusually low. There is a very small likelihood (0.016) of getting 1 or fewer peas with green pods.

**Expected Value**

The mean of a discrete random variable is the theoretical mean outcome for infinitely many trials. We can think of that mean as the expected value in the sense that it is the average value that we would expect to get if the trials could continue indefinitely. The uses of expected value (also called expectation, or mathematical expectation) are extensive and varied, and they play an important role in decision theory.

**Definition**

The expected value of a discrete random variable is denoted by \( E \), and it represents the mean value of the outcomes. It is obtained by finding the value of \( \sum [x \cdot P(x)] \)

\[
E = \sum [x \cdot P(x)]
\]

**Caution**

An expected value need not be a whole number, even if the different possible values of \( x \) might all be whole numbers.

From Formula 5-1 we see that \( E = \mu \). That is, the mean of a discrete random variable is the same as its expected value. For example, when generating groups of five offspring peas, the mean number of peas with green pods is 3.8 (see Table 5-3). So, it follows that the expected value of the number of peas with green pods is also 3.8.

Because the concept of expected value is used often in decision theory, the following example involves a real decision.

**Example 8**  How to Be a Better Bettor

You are considering placing a bet either on the number 7 in roulette or on the “pass line” in the dice game of craps at the Venetian casino in Las Vegas.

a. If you bet $5 on the number 7 in roulette, the probability of losing $5 is \( \frac{37}{38} \) and the probability of making a net gain of $175 is \( \frac{1}{38} \). (The prize is $180,
including your $5 bet, so the net gain is $175.) Find your expected value if you bet $5 on the number 7 in roulette.

**b. Dice** The probabilities and payoffs for betting $5 on the pass line in craps are summarized in Table 5-5. Table 5-5 also shows that the expected value is $E = -0.08 = -8¢. That is, for every $5 bet on the Pass Line, you can expect to lose an average of 8¢.

<table>
<thead>
<tr>
<th>Event</th>
<th>x</th>
<th>P(x)</th>
<th>x · P(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lose</td>
<td>-$5</td>
<td>251/495</td>
<td>-$2.54</td>
</tr>
<tr>
<td>Gain (net)</td>
<td>$5</td>
<td>244/495</td>
<td>$2.46</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>-$0.08 (or -8¢)</td>
</tr>
</tbody>
</table>

**INTERPRETATION** The $5 bet in roulette results in an expected value of -26¢ and the $5 bet in craps results in an expected value of -8¢. The bet in the dice game is better because it has the larger expected value. That is, you are better off losing 8¢ instead of losing 26¢. Even though the roulette game provides an opportunity for a larger payoff, the craps game is better in the long run.

In this section we learned that a random variable has a numerical value associated with each outcome of some random procedure, and a probability distribution has a probability associated with each value of a random variable. We examined methods for finding the mean, variance, and standard deviation for a probability distribution. We saw that the expected value of a random variable is really the same as the mean. Finally, the range rule of thumb or probabilities can be used for determining when outcomes are unusual.
5-2 Basic Skills and Concepts

Statistical Literacy and Critical Thinking
1. Random Variable What is a random variable? A friend of the author buys one lottery ticket every week in one year. Over the 52 weeks, she counts the number of times that she won something. In this context, what is the random variable, and what are its possible values?

2. Expected Value A researcher calculates the expected value for the number of girls in three births. He gets a result of 1.5. He then rounds the result to 2, saying that it is not possible to get 1.5 girls when three babies are born. Is this reasoning correct? Explain.

3. Probability Distribution One of the requirements of a probability distribution is that the sum of the probabilities must be 1 (with a small discrepancy allowed for rounding errors). What is the justification for this requirement?

4. Probability Distribution A professional gambler claims that he has loaded a die so that the outcomes of 1, 2, 3, 4, 5, 6 have corresponding probabilities of 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6. Can he actually do what he has claimed? Is a probability distribution described by listing the outcomes along with their corresponding probabilities?

Identifying Discrete and Continuous Random Variables. In Exercises 5 and 6, identify the given random variable as being discrete or continuous.

5. a. The number of people now driving a car in the United States
   b. The weight of the gold stored in Fort Knox
   c. The height of the last airplane that departed from JFK Airport in New York City
   d. The number of cars in San Francisco that crashed last year
   e. The time required to fly from Los Angeles to Shanghai

6. a. The total amount (in ounces) of soft drinks that you consumed in the past year
   b. The number of cans of soft drinks that you consumed in the past year
   c. The number of movies currently playing in U.S. theaters
   d. The running time of a randomly selected movie
   e. The cost of making a randomly selected movie

Identifying Probability Distributions. In Exercises 7–12, determine whether or not a probability distribution is given. If a probability distribution is given, find its mean and standard deviation. If a probability distribution is not given, identify the requirements that are not satisfied.

7. Genetic Disorder Three males with an X-linked genetic disorder have one child each. The random variable $x$ is the number of children among the three who inherit the X-linked genetic disorder.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.125</td>
</tr>
<tr>
<td>1</td>
<td>0.375</td>
</tr>
<tr>
<td>2</td>
<td>0.375</td>
</tr>
<tr>
<td>3</td>
<td>0.125</td>
</tr>
</tbody>
</table>

8. Caffeine Nation In the accompanying table, the random variable $x$ represents the number of cups or cans of caffeinated beverages consumed by Americans each day (based on data from the National Sleep Foundation).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.22</td>
</tr>
<tr>
<td>1</td>
<td>0.16</td>
</tr>
<tr>
<td>2</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>0.16</td>
</tr>
</tbody>
</table>

9. Overbooked Flights Air America has a policy of routinely overbooking flights. The random variable $x$ represents the number of passengers who cannot be boarded because there are more passengers than seats (based on data from an IBM research paper by Lawrence, Hong, and Cherrier).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.051</td>
</tr>
<tr>
<td>1</td>
<td>0.141</td>
</tr>
<tr>
<td>2</td>
<td>0.274</td>
</tr>
<tr>
<td>3</td>
<td>0.331</td>
</tr>
<tr>
<td>4</td>
<td>0.187</td>
</tr>
</tbody>
</table>
10. **Eye Color** Groups of five babies are randomly selected. In each group, the random variable $x$ is the number of babies with green eyes (based on data from a study by Dr. Sorita Soni at Indiana University). (The symbol $0+$ denotes a positive probability value that is very small.)

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.528</td>
</tr>
<tr>
<td>1</td>
<td>0.360</td>
</tr>
<tr>
<td>2</td>
<td>0.098</td>
</tr>
<tr>
<td>3</td>
<td>0.013</td>
</tr>
<tr>
<td>4</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>$0+$</td>
</tr>
</tbody>
</table>

11. **American Televisions** In the accompanying table, the random variable $x$ represents the number of televisions in a household in the United States (based on data from Frank N. Magid Associates).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>0.29</td>
</tr>
<tr>
<td>3</td>
<td>0.26</td>
</tr>
<tr>
<td>4</td>
<td>0.16</td>
</tr>
<tr>
<td>5</td>
<td>0.12</td>
</tr>
</tbody>
</table>

12. **TV Ratings** In a study of television ratings, groups of 6 U.S. households are randomly selected. In the accompanying table, the random variable $x$ represents the number of households among 6 that are tuned to *60 Minutes* during the time that the show is broadcast (based on data from Nielsen Media Research).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.539</td>
</tr>
<tr>
<td>1</td>
<td>0.351</td>
</tr>
<tr>
<td>2</td>
<td>0.095</td>
</tr>
<tr>
<td>3</td>
<td>0.014</td>
</tr>
<tr>
<td>4</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>$0+$</td>
</tr>
<tr>
<td>6</td>
<td>$0+$</td>
</tr>
</tbody>
</table>

**Pea Hybridization Experiment.** *In Exercises 13–16, refer to the accompanying table, which describes results from eight offspring peas. The random variable $x$ represents the number of offspring peas with green pods.*

13. **Mean and Standard Deviation** Find the mean and standard deviation for the numbers of peas with green pods.

14. **Range Rule of Thumb for Unusual Events** Use the range rule of thumb to identify a range of values containing the usual number of peas with green pods. Based on the result, is it unusual to get only one pea with a green pod? Explain.

15. **Using Probabilities for Unusual Events**
   a. Find the probability of getting exactly 7 peas with green pods.
   b. Find the probability of getting 7 or more peas with green pods.
   c. Which probability is relevant for determining whether 7 is an unusually high number of peas with green pods: the result from part (a) or part (b)?
   d. Is 7 an unusually high number of peas with green pods? Why or why not?

16. **Using Probabilities for Unusual Events**
   a. Find the probability of getting exactly 3 peas with green pods.
   b. Find the probability of getting 3 or fewer peas with green pods.
   c. Which probability is relevant for determining whether 3 is an unusually low number of peas with green pods: the result from part (a) or part (b)?
   d. Is 3 an unusually low number of peas with green pods? Why or why not?

17. **Baseball World Series** Based on past results found in the *Information Please Almanac*, there is a 0.1919 probability that a baseball World Series contest will last four games, a 0.2121 probability that it will last five games, a 0.2222 probability that it will last six games, and a 0.3737 probability that it will last seven games.

   a. Does the given information describe a probability distribution?
   b. Assuming that the given information describes a probability distribution, find the mean and standard deviation for the numbers of games in World Series contests.
   c. Is it unusual for a team to “sweep” by winning in four games? Why or why not?
18. **Job Interviews** Based on information from MRINetwork, some job applicants are required to have several interviews before a decision is made. The number of required interviews and the corresponding probabilities are: 1 (0.09); 2 (0.31); 3 (0.37); 4 (0.12); 5 (0.05); 6 (0.05).

a. Does the given information describe a probability distribution?

b. Assuming that a probability distribution is described, find its mean and standard deviation.

c. Use the range rule of thumb to identify the range of values for usual numbers of interviews.

d. Is it unusual to have a decision after just one interview? Explain.

19. **Bumper Stickers** Based on data from CarMax.com, when a car is randomly selected, the number of bumper stickers and the corresponding probabilities are: 0 (0.824); 1 (0.083); 2 (0.039); 3 (0.014); 4 (0.012); 5 (0.008); 6 (0.008); 7 (0.004); 8 (0.004); 9 (0.004).

a. Does the given information describe a probability distribution?

b. Assuming that a probability distribution is described, find its mean and standard deviation.

c. Use the range rule of thumb to identify the range of values for usual numbers of bumper stickers.

d. Is it unusual for a car to have more than one bumper sticker? Explain.

20. **Gender Discrimination** The Telekronic Company hired 8 employees from a large pool of applicants with an equal number of males and females. If the hiring is done without regard to sex, the numbers of females hired and the corresponding probabilities are as follows: 0 (0.004); 1 (0.031); 2 (0.109); 3 (0.219); 4 (0.273); 5 (0.219); 6 (0.109); 7 (0.031); 8 (0.004).

a. Does the given information describe a probability distribution?

b. Assuming that a probability distribution is described, find its mean and standard deviation.

c. Use the range rule of thumb to identify the range of values for usual numbers of females hired in such groups of eight.

d. If the most recent group of eight newly hired employees does not include any females, does there appear to be discrimination based on sex? Explain.

21. **Finding Mean and Standard Deviation** Let the random variable $x$ represent the number of girls in a family of three children. Construct a table describing the probability distribution, then find the mean and standard deviation. (*Hint: List the different possible outcomes.*) Is it unusual for a family of three children to consist of three girls?

22. **Finding Mean and Standard Deviation** Let the random variable $x$ represent the number of girls in a family of four children. Construct a table describing the probability distribution, then find the mean and standard deviation. (*Hint: List the different possible outcomes.*) Is it unusual for a family of four children to consist of four girls?

23. **Random Generation of Telephone Numbers** A description of a Pew Research Center poll referred to “the random generation of the last two digits of telephone numbers.” Each digit has the same chance of being randomly generated. Construct a table representing the probability distribution for digits randomly generated by computer, find its mean and standard deviation, then describe the shape of the probability histogram.

24. **Analysis of Leading Digits** The analysis of the leading (first) digits of checks led to the conclusion that companies in Brooklyn, New York, were guilty of fraud. For the purposes of this exercise, assume that the leading digits of check amounts are randomly generated by computer.

a. Identify the possible leading digits.

b. Find the mean and standard deviation of such leading digits.

c. Use the range rule of thumb to identify the range of usual values.

d. Can any leading digit be considered unusual? Why or why not?
25. Finding Expected Value for the Illinois Pick 3 Game In the Illinois Pick 3 lottery game, you pay 50¢ to select a sequence of three digits, such as 233. If you select the same sequence of three digits that are drawn, you win and collect $250.

a. How many different selections are possible?

b. What is the probability of winning?

c. If you win, what is your net profit?

d. Find the expected value.

e. If you bet 50¢ in Illinois’ Pick 4 game, the expected value is −25¢. Which bet is better: A 50¢ bet in the Illinois Pick 3 game or a 50¢ bet in the Illinois Pick 4 game? Explain.

26. Expected Value in New Jersey’s Pick 4 Game In New Jersey’s Pick 4 lottery game, you pay 50¢ to select a sequence of four digits, such as 1332. If you select the same sequence of four digits that are drawn, you win and collect $2788.

a. How many different selections are possible?

b. What is the probability of winning?

c. If you win, what is your net profit?

d. Find the expected value.

e. If you bet 50¢ in Illinois’ Pick 4 game, the expected value is −25¢. Which bet is better: A 50¢ bet in the Illinois Pick 3 game or a 50¢ bet in New Jersey’s Pick 4 game? Explain.

27. Expected Value in Roulette When playing roulette at the Bellagio casino in Las Vegas, a gambler is trying to decide whether to bet $5 on the number 13 or to bet $5 that the outcome is any one of these five possibilities: 0 or 00 or 1 or 2 or 3. From Example 8, we know that the expected value of the $5 bet for a single number is −26¢. For the $5 bet that the outcome is 0 or 00 or 1 or 2 or 3, there is a probability of 5/38 of making a net profit of $30 and a 33/38 probability of losing $5.

a. Find the expected value for the $5 bet that the outcome is 0 or 00 or 1 or 2 or 3.

b. Which bet is better: A $5 bet on the number 13 or a $5 bet that the outcome is 0 or 00 or 1 or 2 or 3? Why?

28. Expected Value for Deal or No Deal The television game show Deal or No Deal begins with individual suitcases containing the amounts of 1¢, $1, $5, $10, $25, $50, $75, $100, $200, $300, $400, $500, $750, $1000, $25,000, $50,000, $75,000, $100,000, $200,000, $300,000, $400,000, $500,000, $750,000, and $1,000,000. If a player adopts the strategy of choosing the option of “no deal” until one suitcase remains, the payoff is one of the amounts listed, and they are all equally likely.

a. Find the expected value for this strategy.

b. Find the value of the standard deviation.

c. Use the range rule of thumb to identify the range of usual outcomes.

d. Based on the preceding results, is a result of $750,000 or $1,000,000 unusual? Why or why not?

29. Expected Value for Life Insurance There is a 0.9986 probability that a randomly selected 30-year-old male lives through the year (based on data from the U.S. Department of Health and Human Services). A Fidelity life insurance company charges $161 for insuring that the male will live through the year. If the male does not survive the year, the policy pays out $100,000 as a death benefit.

a. From the perspective of the 30-year-old male, what are the values corresponding to the two events of surviving the year and not surviving?

b. If a 30-year-old male purchases the policy, what is his expected value?

c. Can the insurance company expect to make a profit from many such policies? Why?

30. Expected Value for Life Insurance There is a 0.9968 probability that a randomly selected 50-year-old female lives through the year (based on data from the U.S. Department of Health and Human Services). A Fidelity life insurance company charges $226 for insuring
that the female will live through the year. If she does not survive the year, the policy pays out $50,000 as a death benefit.

a. From the perspective of the 50-year-old female, what are the values corresponding to the two events of surviving the year and not surviving?

b. If a 50-year-old female purchases the policy, what is her expected value?

c. Can the insurance company expect to make a profit from many such policies? Why?

5-2 Beyond the Basics

31. Junk Bonds Kim Hunter has $1000 to invest, and her financial analyst recommends two types of junk bonds. The A bonds have a 6% annual yield with a default rate of 1%. The B bonds have an 8% annual yield with a default rate of 5%. (If the bond defaults, the $1000 is lost.) Which of the two bonds is better? Why? Should she select either bond? Why or why not?

32. Defective Parts: Finding Mean and Standard Deviation The Sky Ranch is a supplier of aircraft parts. Included in stock are eight altimeters that are correctly calibrated and two that are not. Three altimeters are randomly selected without replacement. Let the random variable \( x \) represent the number that are not correctly calibrated. Find the mean and standard deviation for the random variable \( x \).

33. Labeling Dice to Get a Uniform Distribution Assume that you have two blank dice, so that you can label the 12 faces with any numbers. Describe how the dice can be labeled so that, when the two dice are rolled, the totals of the two dice are uniformly distributed in such a way that the outcomes of 1, 2, 3, \ldots, 12 each have probability \( 1/12 \). (See “Can One Load a Set of Dice So That the Sum Is Uniformly Distributed?” by Chen, Rao, and Shreve, Mathematics Magazine, Vol. 70, No. 3.)

5-3 Binomial Probability Distributions

Key Concept In this section we focus on one particular category of discrete probability distributions: binomial probability distributions. Because binomial probability distributions involve proportions used with methods of inferential statistics discussed later in this book, it is important to understand fundamental properties of this particular class of probability distributions. In this section we present a basic definition of a binomial probability distribution along with notation, and methods for finding probability values. As in other sections, we want to interpret probability values to determine whether events are usual or unusual.

Binomial probability distributions allow us to deal with circumstances in which the outcomes belong to two relevant categories, such as acceptable/defective or survived/died. Other requirements are given in the following definition.

<table>
<thead>
<tr>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>A <strong>binomial probability distribution</strong> results from a procedure that meets all the following requirements:</td>
</tr>
<tr>
<td>1. The procedure has a <strong>fixed number of trials</strong>.</td>
</tr>
<tr>
<td>2. The trials must be <strong>independent</strong>. (The outcome of any individual trial doesn’t affect the probabilities in the other trials.)</td>
</tr>
</tbody>
</table>
3. Each trial must have all outcomes classified into two categories (commonly referred to as success and failure).

4. The probability of a success remains the same in all trials.

**Independence Requirement** When selecting a sample (such as survey subjects) for some statistical analysis, we usually sample without replacement. Recall that sampling without replacement involves dependent events, which violates the second requirement in the above definition. However, we can often assume independence by applying the following 5% guideline introduced in Section 4-4:

**Treating Dependent Events as Independent: The 5% Guideline for Cumbersome Calculations**

If calculations are cumbersome and if a sample size is no more than 5% of the size of the population, treat the selections as being independent (even if the selections are made without replacement, so that they are technically dependent).

If a procedure satisfies the above four requirements, the distribution of the random variable \( x \) (number of successes) is called a binomial probability distribution (or binomial distribution). The following notation is commonly used.

### Notation for Binomial Probability Distributions

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S ) and ( F )</td>
<td>success and failure</td>
</tr>
<tr>
<td>( P(S) = p )</td>
<td>probability of a success</td>
</tr>
<tr>
<td>( P(F) = 1 - p = q )</td>
<td>probability of a failure</td>
</tr>
<tr>
<td>( n )</td>
<td>fixed number of trials</td>
</tr>
<tr>
<td>( x )</td>
<td>specific number of successes in ( n ) trials, so ( x ) can be any whole number between 0 and ( n ), inclusive</td>
</tr>
<tr>
<td>( p )</td>
<td>probability of success in one of the ( n ) trials</td>
</tr>
<tr>
<td>( q )</td>
<td>probability of failure in one of the ( n ) trials</td>
</tr>
<tr>
<td>( P(x) )</td>
<td>probability of getting exactly ( x ) successes among the ( n ) trials</td>
</tr>
</tbody>
</table>

The word *success* as used here is arbitrary and does not necessarily represent something good. Either of the two possible categories may be called the success \( S \) as long as its probability is identified as \( p \). (The value of \( q \) can always be found by subtracting \( p \) from 1; if \( p = 0.95 \), then \( q = 1 - 0.95 = 0.05 \).)

### CAUTION

When using a binomial probability distribution, always be sure that \( x \) and \( p \) both refer to the same category being called a success.

---

**Not At Home**

Pollsters cannot simply ignore those who were not at home when they were called the first time. One solution is to make repeated callback attempts until the person can be reached. Alfred Politz and Willard Simmons describe a way to compensate for those missing results without making repeated callbacks. They suggest weighting results based on how often people are not at home. For example, a person at home only two days out of six will have a \( 2/6 \) or \( 1/3 \) probability of being at home when called the first time. When such a person is reached the first time, his or her results are weighted to count three times as much as someone who is always home. This weighting is a compensation for the other similar people who are home two days out of six and were not at home when called the first time. This clever solution was first presented in 1949.
EXAMPLE 1  Genetics  Consider an experiment in which 5 offspring peas are generated from 2 parents each having the green/yellow combination of genes for pod color. Recall from the Chapter Problem that the probability an offspring pea will have a green pod is \( \frac{3}{4} \) or 0.75. That is, \( P(\text{green pod}) = 0.75 \). Suppose we want to find the probability that exactly 3 of the 5 offspring peas have a green pod.

a. Does this procedure result in a binomial distribution?

b. If this procedure does result in a binomial distribution, identify the values of \( n, x, p, \) and \( q \).

SOLUTION

a. This procedure does satisfy the requirements for a binomial distribution, as shown below.

1. The number of trials (5) is fixed.

2. The 5 trials are independent, because the probability of any offspring pea having a green pod is not affected by the outcome of any other offspring pea.

3. Each of the 5 trials has two categories of outcomes: The pea has a green pod or it does not.

4. For each offspring pea, the probability that it has a green pod is \( \frac{3}{4} \) or 0.75, and that probability remains the same for each of the 5 peas.

b. Having concluded that the given procedure does result in a binomial distribution, we now proceed to identify the values of \( n, x, p, \) and \( q \).

1. With 5 offspring peas, we have \( n = 5 \).

2. We want the probability of exactly 3 peas with green pods, so \( x = 3 \).

3. The probability of success (getting a pea with a green pod) for one selection is 0.75, so \( p = 0.75 \).

4. The probability of failure (not getting a green pod) is 0.25, so \( q = 0.25 \).

Again, it is very important to be sure that \( x \) and \( p \) both refer to the same concept of “success.” In this example, we use \( x \) to count the number of peas with green pods, so \( p \) must be the probability that a pea has a green pod. Therefore, \( x \) and \( p \) do use the same concept of success (green pod) here.

We now discuss three methods for finding the probabilities corresponding to the random variable \( x \) in a binomial distribution. The first method involves calculations using the binomial probability formula and is the basis for the other two methods. The second method involves the use of computer software or a calculator, and the third method involves the use of Table A-1. (With technology so widespread, such tables are becoming obsolete.) If you are using computer software or a calculator that automatically produces binomial probabilities, we recommend that you solve one or two exercises using Method 1 to ensure that you understand the basis for the calculations. Understanding is always infinitely better than blind application of formulas.
Method 1: Using the Binomial Probability Formula  In a binomial probability distribution, probabilities can be calculated by using the binomial probability formula.

\[ P(x) = \frac{n!}{(n-x)!x!} \cdot p^x \cdot q^{n-x} \quad \text{for} \quad x = 0, 1, \ldots, n \]

where
- \( n \) = number of trials
- \( x \) = number of successes among \( n \) trials
- \( p \) = probability of success in any one trial
- \( q \) = probability of failure in any one trial (\( q = 1 - p \))

The factorial symbol \( ! \), introduced in Section 4-7, denotes the product of decreasing factors. Two examples of factorials are \( 3! = 3 \cdot 2 \cdot 1 = 6 \) and \( 0! = 1 \) (by definition).

**SC Example 2**  Genetics Assuming that the probability of a pea having a green pod is 0.75 (as in the Chapter Problem and Example 1), use the binomial probability formula to find the probability of getting exactly 3 peas with green pods when 5 offspring peas are generated. That is, find \( P(3) \) given that \( n = 5 \), \( x = 3 \), \( p = 0.75 \), and \( q = 0.25 \).

**Solution** Using the given values of \( n \), \( x \), \( p \), and \( q \) in the binomial probability formula (Formula 5-5), we get

\[
P(3) = \frac{5!}{(5-3)!3!} \cdot 0.75^3 \cdot 0.25^{5-3}
\]

\[
= \frac{5!}{2!3!} \cdot 0.75^3 \cdot 0.25^2
\]

\[
= (10)(0.421875)(0.0625) = 0.263671875
\]

The probability of getting exactly 3 peas with green pods among 5 offspring peas is 0.264 (rounded to three significant digits).

*Calculation hint:* When computing a probability with the binomial probability formula, it’s helpful to get a single number for \( n^x/[(n-x)!x!] \), a single number for \( p^x \) and a single number for \( q^{n-x} \), then simply multiply the three factors together as shown at the end of the calculation for the preceding example. Don’t round too much when you find those three factors; round only at the end.

Method 2: Using Technology  STATDISK, Minitab, Excel, SPSS, SAS, and the TI-83/84 Plus calculator are all technologies that can be used to find binomial probabilities. (Instead of directly providing probabilities for individual values of \( x \), SPSS and SAS are more difficult to use because they provide cumulative probabilities of \( x \) or fewer successes.) The screen displays listing binomial probabilities for \( n = 5 \) and \( p = 0.75 \), as in Example 2, are given. See that in each display, the probability distribution is given as a table.
Method 3: Using Table A-1 in Appendix A  Table A-1 in Appendix A lists binomial probabilities for select values of \( n \) and \( p \). Table A-1 cannot be used for Example 2 because the probability of \( p = 0.75 \) is not one of the probabilities included. Example 3 illustrates the use of Table A-1.

To use Table A-1, we must first locate \( n \) and the desired corresponding value of \( x \). At this stage, one row of numbers should be isolated. Now align that row with the proper probability of \( p \) by using the column across the top. The isolated number represents the desired probability. A very small probability, such as 0.000064, is indicated by \( 0+ \).

**Example 3**  McDonald’s Brand Recognition  The fast food chain McDonald’s has a brand name recognition rate of 95% around the world (based on data from Retail Marketing Group). Assuming that we randomly select 5 people, use Table A-1 to find the following.

- **a.** The probability that exactly 3 of the 5 people recognize McDonald’s
- **b.** The probability that the number of people who recognize McDonald’s is 3 or fewer

**Solution**

- **a.** The displayed excerpt from Table A-1 on the top of the next page shows that when \( n = 5 \) and \( p = 0.95 \), the probability of \( x = 3 \) is given by \( P(3) = 0.021 \).
- **b.** “3 or fewer” successes means that the number of successes is 3 or 2 or 1 or 0.

\[
P(3 \text{ or fewer}) = P(3 \text{ or } 2 \text{ or } 1 \text{ or } 0) = P(3) + P(2) + P(1) + P(0) = 0.021 + 0.001 + 0 + 0 = 0.022
\]
If we wanted to use the binomial probability formula to find $P(3$ or fewer), as in part (b) of Example 3, we would need to apply the formula four times to compute four different probabilities, which would then be added. Given this choice between the formula and the table, it makes sense to use the table. Unfortunately, Table A-1 includes only limited values of $n$ as well as limited values of $p$, so the table doesn’t always work.

Given that we now have three different methods for finding binomial probabilities, here is an effective and efficient strategy:

1. Use computer software or a TI-83/84 Plus calculator, if available.
2. If neither computer software nor the TI-83/84 Plus calculator is available, use Table A-1, if possible.
3. If neither computer software nor the TI-83/84 Plus calculator is available and the probabilities can’t be found using Table A-1, use the binomial probability formula.

### Rationale for the Binomial Probability Formula

The binomial probability formula is the basis for all three methods presented in this section. Instead of accepting and using that formula blindly, let’s see why it works.

In Example 2, we used the binomial probability formula to find the probability of getting exactly 3 peas with green pods when 5 offspring peas are generated. With $P$(green pod) = 0.75, we can use the multiplication rule from Section 4-4 to find the probability that the first 3 peas have green pods while the last 2 peas do not have green pods. We get the following result:

$$P(3 \text{ peas with green pods followed by 2 peas with pods that are not green}) = 0.75 \cdot 0.75 \cdot 0.75 \cdot 0.25 \cdot 0.25 = 0.75^3 \cdot 0.25^2 = 0.0264$$

This result gives a probability of generating 5 offspring in which the first 3 have green pods. However, it does not give the probability of getting exactly 3 peas with green pods because it assumes a particular arrangement for 3 offspring peas with green pods. Other arrangements for generating 3 offspring peas with green pods are possible.
In Section 4-7 we saw that with 3 subjects identical to each other (such as peas with green pods) and 2 other subjects identical to each other (such as peas without green pods), the total number of arrangements, or permutations, is $5!/[ (5 - 3)!3!]$ or 10. Each of those 10 different arrangements has a probability of $0.75^3 \cdot 0.25^2$, so the total probability is as follows:

$$P(3 \text{ peas with green pods among 5}) = \frac{5!}{(5 - 3)!3!} \cdot 0.75^3 \cdot 0.25^2$$

This particular result can be generalized as the binomial probability formula (Formula 5-5). That is, the binomial probability formula is a combination of the multiplication rule of probability and the counting rule for the number of arrangements of $n$ items when $x$ of them are identical to each other and the other $n - x$ are identical to each other. (See Exercises 13 and 14.)

The number of outcomes with exactly $x$ successes among $n$ trials

The probability of $x$ successes among $n$ trials for any one particular order

$$P(x) = \frac{n!}{(n - x)!x!} \cdot p^x \cdot q^{n-x}$$

**Method 2 for finding the probabilities corresponding to the random variable $x$ in a binomial distribution involved the use of STATDISK, Minitab, Excel, or a TI-83/84 Plus calculator.** Screen displays shown with Method 2 illustrated typical results obtained by applying the following procedures for finding binomial probabilities.

**STATDISK** Select Analysis from the main menu, then select the Binomial Probabilities option. Enter the requested values for $n$ and $p$, then click on Evaluate and the entire probability distribution will be displayed. Other columns represent cumulative probabilities that are obtained by adding the values of $P(x)$ as you go down or up the column.

**MINITAB** First enter a column C1 of the $x$ values for which you want probabilities (such as 0, 1, 2, 3, 4, 5), then select Calc from the main menu. Select the submenu items of Probability Distributions and Binomial. Select Probabilities, and enter the number of trials, the probability of success, and C1 for the input column. Click OK.

**EXCEL** List the values of $x$ in column A (such as 0, 1, 2, 3, 4, 5). Click on cell B1, then click on fx from the toolbar. Select the function category Statistical and then the function name BINOMDIST. (In Excel 2010, select BINOM.DIST.) In the dialog box, enter A1 for the entry indicated by Number_s (number of successes), enter the number of trials (the value of n), enter the probability, and enter 0 for the cell indicated by Cumulative (instead of 1 for the cumulative binomial distribution). A value should appear in cell B1. Click and drag the lower right corner of cell B1 down the column to match the entries in column A, then release the mouse button. The probabilities should all appear in column B.

**TI-83/84 PLUS** Press 2nd VARS (to get DISTR, which denotes "distributions"), then select the option identified as binompdf. Complete the entry of binompdf(n, p, x) with specific values for $n$, $p$, and $x$, then press ENTER. The result will be the probability of getting $x$ successes among $n$ trials.

You could also enter binompdf(n, p) to get a list of all of the probabilities corresponding to $x = 0, 1, 2, \ldots, n$. You could store this list in L2 by pressing STO $\rightarrow$ L2. You could then manually enter the values of 0, 1, 2, $\ldots$, $n$ in list L1, which would allow you to calculate statistics (by entering STAT, CALC, then L1, L2) or view the distribution in a table format (by pressing STAT, then EDIT).

The command binomcdf yields cumulative probabilities from a binomial distribution. The command binomcdf(n, p, x) provides the sum of all probabilities from $x = 0$ through the specific value entered for $x$. 
5-3 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Binomial Probabilities** In the United States, 35% of the population has blue eyes (based on data from Dr. P. Sorita Soni at Indiana State University). Suppose you want to find the probability of getting exactly 2 people with blue eyes when 5 people are randomly selected. Why can't the answer be found as follows: Use the multiplication rule to find the probability of getting 2 people with blue eyes followed by 3 people with eyes that are not blue, which is \((0.35)(0.35)(0.65)(0.65)(0.65)\)?

2. **Notation** If we use the binomial probability formula (Formula 5-5) for finding the probability described in Exercise 1, what is wrong with letting \(p\) denote the probability of getting someone with blue eyes while \(x\) counts the number of people with eyes that are not blue?

3. **Independence** A Gallup poll of 1236 adults showed that 12% of the respondents believe that it is bad luck to walk under a ladder. Consider the probability that among 30 randomly selected people from the 1236 who were polled, there are at least 2 who have that belief. Given that the subjects surveyed were selected without replacement, the events are not independent. Can the probability be found by using the binomial probability formula? Why or why not?

4. **Notation** When using Table A-1 to find the probability of guessing and getting exactly 8 correct answers on a multiple choice test with 10 questions, the result is found to be 0+. What does 0+ indicate? Does 0+ indicate that it is it impossible to get exactly 8 correct answers?

**Identifying Binomial Distributions. In Exercises 5–12, determine whether or not the given procedure results in a binomial distribution. For those that are not binomial, identify at least one requirement that is not satisfied.**

5. **Clinical Trial of Lipitor** Treating 863 subjects with Lipitor (Atorvastatin) and recording whether there is a “yes” response when they are each asked if they experienced a headache (based on data from Pfizer, Inc.).

6. **Clinical Trial of Lipitor** Treating 863 subjects with Lipitor (Atorvastatin) and asking each subject “How does your head feel?” (based on data from Pfizer, Inc.).

7. **Gender Selection** Treating 152 couples with the YSORT gender selection method developed by the Genetics & IVF Institute and recording the ages of the parents.

8. **Gender Selection** Treating 152 couples with the YSORT gender selection method developed by the Genetics & IVF Institute and recording the gender of each of the 152 babies that are born.

9. **Surveying Senators** Twenty different Senators are randomly selected from the 100 Senators in the current Congress, and each was asked whether he or she is in favor of abolishing estate taxes.

10. **Surveying Governors** Fifteen different Governors are randomly selected from the 50 Governors currently in office and the sex of each Governor is recorded.

11. **Surveying New Yorkers** Five hundred different New York City voters are randomly selected from the population of 2.8 million registered voters, and each is asked if he or she is a Democrat.

12. **Surveying Statistics Students** Two hundred statistics students are randomly selected and each is asked if he or she owns a TI-84 Plus calculator.

13. **Finding Probabilities When Guessing Answers** Multiple-choice questions on the SAT test each have 5 possible answers (a, b, c, d, e), one of which is correct. Assume that you guess the answers to 3 such questions.

   a. Use the multiplication rule to find the probability that the first 2 guesses are wrong and the third is correct. That is, find \(P(WWC)\), where C denotes a correct answer and W denotes a wrong answer.
b. Beginning with WWC, make a complete list of the different possible arrangements of 2 wrong answers and 1 correct answer, then find the probability for each entry in the list.

c. Based on the preceding results, what is the probability of getting exactly 1 correct answer when 3 guesses are made?

14. Finding Probabilities When Guessing Answers A psychology test consists of multiple-choice questions, each having 4 possible answers (a, b, c, d), 1 of which is correct. Assume that you guess the answers to 6 such questions.

a. Use the multiplication rule to find the probability that the first 2 guesses are wrong and the last 4 guesses are correct. That is, find \( P(\text{WWCCCC}) \), where C denotes a correct answer and W denotes a wrong answer.

b. Beginning with WWCCCC, make a complete list of the different possible arrangements of 2 wrong answers and 4 correct answers, then find the probability for each entry in the list.

c. Based on the preceding results, what is the probability of getting exactly 4 correct answers when 6 guesses are made?

Using Table A-1. In Exercises 15–20, assume that a procedure yields a binomial distribution with a trial repeated \( n \) times. Use Table A-1 to find the probability of \( x \) successes given the probability \( p \) of success on a given trial.

15. \( n = 2, \ x = 1, \ p = 0.30 \)

16. \( n = 5, \ x = 1, \ p = 0.95 \)

17. \( n = 15, x = 11, p = 0.99 \)

18. \( n = 14, x = 4, p = 0.60 \)

19. \( n = 10, x = 2, p = 0.05 \)

20. \( n = 12, x = 12, p = 0.70 \)

Using the Binomial Probability Formula. In Exercises 21–24, assume that a procedure yields a binomial distribution with a trial repeated \( n \) times. Use the binomial probability formula to find the probability of \( x \) successes given the probability \( p \) of success on a single trial.

21. \( n = 12, x = 10, p = \frac{3}{4} \)

22. \( n = 9, x = 2, p = 0.35 \)

23. \( n = 20, x = 4, p = 0.15 \)

24. \( n = 15, x = 13, p = \frac{1}{3} \)

Using Computer Results. In Exercises 25–28, refer to the accompanying Minitab display. (When blood donors were randomly selected, 45\% of them had blood that is Group O (based on data from the Greater New York Blood Program).) The display shows the probabilities obtained by entering the values of \( n = 5 \) and \( p = 0.45 \).

25. Group O Blood Find the probability that at least 1 of the 5 donors has Group O blood. If at least 1 Group O donor is needed, is it reasonable to expect that at least 1 will be obtained?

26. Group O Blood Find the probability that at least 3 of the 5 donors have Group O blood. If at least 3 Group O donors are needed, is it very likely that at least 3 will be obtained?

27. Group O Blood Find the probability that all of the 5 donors have Group O blood. Is it unusual to get 5 Group O donors from five randomly selected donors? Why or why not?

28. Group O Blood Find the probability that at most 2 of the 5 donors have Group O blood.

29. Brand Recognition The brand name of Mrs. Fields (cookies) has a 90\% recognition rate (based on data from Franchise Advantage). If Mrs. Fields herself wants to verify that rate by beginning with a small sample of 10 randomly selected consumers, find the probability that exactly 9 of the 10 consumers recognize her brand name. Also find the probability that the number who recognize her brand name is not 9.

30. Brand Recognition The brand name of McDonald’s has a 95\% recognition rate (based on data from Retail Marketing Group). If a McDonald’s executive wants to verify that rate by beginning with a small sample of 15 randomly selected consumers, find the probability that exactly 13 of the 15 consumers recognize the McDonald’s brand name. Also find the probability that the number who recognize the brand name is not 13.
31. Eye Color In the United States, 40% of the population have brown eyes (based on data from Dr. P. Sorita Soni at Indiana University). If 14 people are randomly selected, find the probability that at least 12 of them have brown eyes. Is it unusual to randomly select 14 people and find that at least 12 of them have brown eyes? Why or why not?

32. Credit Rating There is a 1% delinquency rate for consumers with FICO (Fair Isaac & Company) credit rating scores above 800. If the Jefferson Valley Bank provides large loans to 12 people with FICO scores above 800, what is the probability that at least one of them becomes delinquent? Based on that probability, should the bank plan on dealing with a delinquency?

33. Genetics Ten peas are generated from parents having the green/yellow pair of genes, so there is a 0.75 probability that an individual pea will have a green pod. Find the probability that among the 10 offspring peas, at least 9 have green pods. Is it unusual to get at least 9 peas with green pods when 10 offspring peas are generated? Why or why not?

34. Genetics Ten peas are generated from parents having the green/yellow pair of genes, so there is a 0.75 probability that an individual pea will have a green pod. Find the probability that among the 10 offspring peas, at least 1 has a green pod. Why does the usual rule for rounding (with three significant digits) not work in this case?

35. Affirmative Action Programs Researchers conducted a study to determine whether there were significant differences in graduation rates between medical students admitted through special programs (such as affirmative action) and medical students admitted through the regular admissions criteria. It was found that the graduation rate was 94% for the medical students admitted through special programs (based on data from the Journal of the American Medical Association).

a. If 10 of the students from the special programs are randomly selected, find the probability that at least 9 of them graduated.

b. Would it be unusual to randomly select 10 students from the special programs and get only 7 that graduate? Why or why not?

36. Slot Machine The author purchased a slot machine configured so that there is a 1/2000 probability of winning the jackpot on any individual trial. Although no one would seriously consider tricking the author, suppose that a guest claims that she played the slot machine 5 times and hit the jackpot twice.

a. Find the probability of exactly 2 jackpots in 5 trials.

b. Find the probability of at least 2 jackpots in 5 trials.

c. Does the guest’s claim of hitting 2 jackpots in 5 trials seem valid? Explain.

37. Nielsen Rating The television show NBC Sunday Night Football broadcast a game between the Colts and Patriots and received a share of 22, meaning that among the TV sets in use, 22% were tuned to that game (based on data from Nielsen Media Research). An advertiser wants to obtain a second opinion by conducting its own survey, and a pilot survey begins with 20 households having TV sets in use at the time of that same NBC Sunday Night Football broadcast.

a. Find the probability that none of the households are tuned to NBC Sunday Night Football.

b. Find the probability that at least one household is tuned to NBC Sunday Night Football.

c. Find the probability that at most one household is tuned to NBC Sunday Night Football.

d. If at most one household is tuned to NBC Sunday Night Football, does it appear that the 22% share value is wrong? Why or why not?

38. Composite Sampling A medical testing laboratory saves money by combining blood samples for tests, so that only one test is conducted for several people. The combined sample tests positive if at least one person is infected. If the combined sample tests positive, then individual blood tests are performed. In a test for gonorrhea, blood samples from 30 randomly selected people are combined. Find the probability that the combined sample tests positive with at least one of the 30 people infected. Based on data from the Centers for Disease Control, the probability of a randomly selected person having gonorrhea is 0.00114. Is it likely that such combined samples test positive?
39. Job Survey In a survey of 320 college graduates, 36% reported that they stayed on their first full-time job less than one year (based on data from USA Today and Experience.com).
   a. If 15 of those survey subjects are randomly selected without replacement for a follow-up survey, find the probability that 5 of them stayed on their first full-time job less than one year.
   b. If part (a) is changed so that 20 different survey subjects are selected, explain why the binomial probability formula cannot be used.

40. Job Interview Survey In a survey of 150 senior executives, 47% said that the most common job interview mistake is to have little or no knowledge of the company.
   a. If 6 of those surveyed executives are randomly selected without replacement for a follow-up survey, find the probability that 3 of them said that the most common job interview mistake is to have little or no knowledge of the company.
   b. If part (a) is changed so that 9 of the surveyed executives are to be randomly selected without replacement, explain why the binomial probability formula cannot be used.

41. Acceptance Sampling The Medassist Pharmaceutical Company receives large shipments of aspirin tablets and uses this acceptance sampling plan: Randomly select and test 40 tablets, then accept the whole batch if there is only one or none that doesn’t meet the required specifications. If one shipment of 5000 aspirin tablets actually has a 3% rate of defects, what is the probability that this whole shipment will be accepted? Will almost all such shipments be accepted, or will many be rejected?

42. Overbooking Flights When someone buys a ticket for an airline flight, there is a 0.0995 probability that the person will not show up for the flight (based on data from an IBM research paper by Lawrence, Hong, and Cherrier). An agent for Air America wants to book 24 persons on an airplane that can seat only 22. If 24 persons are booked, find the probability that not enough seats will be available. Is this probability low enough so that overbooking is not a real concern?

43. Identifying Gender Discrimination After being rejected for employment, Jennifer Summer learns that the Kingston Technology Corporation has hired only 3 women among the last 24 new employees. She also learns that the pool of applicants is very large, with an approximately equal number of qualified men and women. Help her address the charge of gender discrimination by finding the probability of getting 3 or fewer women when 24 people are hired, assuming that there is no discrimination based on gender. Does the resulting probability really support such a charge?

44. Improving Quality The Write Right Company manufactures ballpoint pens and has been experiencing a 6% rate of defective pens. Modifications are made to the manufacturing process in an attempt to improve quality. The manager claims that the modified procedure is better because a test of 60 pens shows that only 1 is defective.
   a. Assuming that the 6% rate of defects has not changed, find the probability that among 60 pens, exactly 1 is defective.
   b. Assuming that the 6% rate of defects has not changed, find the probability that among 60 pens, none are defective.
   c. What probability value should be used for determining whether the modified process results in a defect rate that is less than 6%?
   d. What can you conclude about the effectiveness of the modified manufacturing process?

5-3 Beyond the Basics

45. Mendel’s Hybridization Experiment The Chapter Problem notes that Mendel obtained 428 peas with green pods when 580 peas were generated. He theorized that the probability of a pea with a green pod is 0.75. If the 0.75 probability value is correct, find the probability of getting 428 peas with green pods among 580 peas. Is that result unusual? Does the result suggest that Mendel’s probability value of 0.75 is wrong? Why or why not?
46. **Geometric Distribution** If a procedure meets all the conditions of a binomial distribution except that the number of trials is not fixed, then the **geometric distribution** can be used. The probability of getting the first success on the xth trial is given by \( P(x) = p(1 - p)^{x-1} \) where \( p \) is the probability of success on any one trial. Subjects are randomly selected for the National Health and Nutrition Examination Survey conducted by the National Center for Health Statistics, Centers for Disease Control. Find the probability that the first subject to be a universal blood donor (with group O and type blood) is the 12th person selected. The probability that someone is a universal donor is 0.06.

47. **Hypergeometric Distribution** If we sample from a small finite population without replacement, the binomial distribution should not be used because the events are not independent. If sampling is done without replacement and the outcomes belong to one of two types, we can use the **hypergeometric distribution**. If a population has \( A \) objects of one type (such as lottery numbers that match the ones you selected), while the remaining \( B \) objects are of the other type (such as lottery numbers that you did not select), and if \( n \) objects are sampled without replacement (such as 6 lottery numbers), then the probability of getting \( x \) objects of type \( A \) and \( n - x \) objects of type \( B \) is

\[
P(x) = \frac{A!}{(A - x)!x!} \cdot \frac{B!}{(B - n + x)!(n - x)!} + \frac{(A + B)!}{(A - n)!n!}
\]

In the New York State Lotto game, a bettor selects six numbers from 1 to 59 (without repetition), and a winning 6-number combination is later randomly selected. Find the probabilities of the following events and express them in decimal form.

a. You purchase 1 ticket with a 6-number combination and you get all 6 winning numbers.

b. You purchase 1 ticket with a 6-number combination and you get exactly 5 of the winning numbers.

c. You purchase 1 ticket with a 6-number combination and you get exactly 3 of the winning numbers.

d. You purchase 1 ticket with a 6-number combination and you get none of the winning numbers.

48. **Multinomial Distribution** The binomial distribution applies only to cases involving two types of outcomes, whereas the **multinomial distribution** involves more than two categories. Suppose we have three types of mutually exclusive outcomes denoted by A, B, and C. Let \( P(A) = p_1, P(B) = p_2, \) and \( P(C) = p_3. \) In \( n \) independent trials, the probability of \( x_1 \) outcomes of type A, \( x_2 \) outcomes of type B, and \( x_3 \) outcomes of type C is given by

\[
\frac{n!}{(x_1)!(x_2)!(x_3)!} \cdot p_1^{x_1} \cdot p_2^{x_2} \cdot p_3^{x_3}
\]

A genetics experiment involves 6 mutually exclusive genotypes identified as A, B, C, D, E, and F, and they are all equally likely. If 20 offspring are tested, find the probability of getting exactly 5 As, 4 Bs, 3 Cs, 2 Ds, 3 Es, and 3 Fs by expanding the above expression so that it applies to 6 types of outcomes instead of only 3.

---

**Key Concept** In this section we consider important characteristics of a binomial distribution, including center, variation, and distribution. That is, given a particular binomial probability distribution, we can find its mean, variance, and standard deviation. In addition to finding these values, a strong emphasis is placed on interpreting and understanding those values. In particular, we use the range rule of thumb for determining whether events are usual or unusual.
Section 5-2 included Formulas 5-1, 5-3, and 5-4 for finding the mean, variance, and standard deviation from any discrete probability distribution. Because a binomial distribution is a particular type of discrete probability distribution, we could use those same formulas. However, it is much easier to use Formulas 5-6, 5-7, and 5-8 below.

In Formulas 5-6, 5-7, and 5-8, note that $q = 1 - p$. For example, if $p = 0.75$, then $q = 0.25$. (This notation for $q$ was introduced in Section 5-3.)

### For Any Discrete Probability Distribution

<table>
<thead>
<tr>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu = \Sigma [x \cdot P(x)]$</td>
<td>Mean</td>
</tr>
<tr>
<td>$\sigma^2 = \Sigma [x^2 \cdot P(x)] - \mu^2$</td>
<td>Variance</td>
</tr>
<tr>
<td>$\sigma = \sqrt{\Sigma [x^2 \cdot P(x)] - \mu^2}$</td>
<td>Standard Deviation</td>
</tr>
</tbody>
</table>

### For Binomial Distributions

<table>
<thead>
<tr>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu = np$</td>
<td>Mean</td>
</tr>
<tr>
<td>$\sigma^2 = npq$</td>
<td>Variance</td>
</tr>
<tr>
<td>$\sigma = \sqrt{npq}$</td>
<td>Standard Deviation</td>
</tr>
</tbody>
</table>

As in earlier sections, finding values for $\mu$ and $\sigma$ is fine, but it is especially important to interpret and understand those values, so the range rule of thumb can be very helpful. Recall that we can consider values to be unusual if they fall outside of the limits obtained from the following:

**Range Rule of Thumb**

- **maximum usual value**: $\mu + 2\sigma$
- **minimum usual value**: $\mu - 2\sigma$

### Example 1

**Genetics** Use Formulas 5-6 and 5-8 to find the mean and standard deviation for the numbers of peas with green pods when groups of 5 offspring peas are generated. Assume that there is a 0.75 probability that an offspring pea has a green pod (as described in the Chapter Problem).

**Solution**

Using the values $n = 5$, $p = 0.75$, and $q = 0.25$, Formulas 5-6 and 5-8 can be applied as follows:

- $\mu = np = (5)(0.75) = 3.8$ (rounded)
- $\sigma = \sqrt{npq} = \sqrt{(5)(0.75)(0.25)} = 1.0$ (rounded)

Formula 5-6 for the mean makes sense intuitively. If 75% of peas have green pods and 5 offspring peas are generated, we expect to get around $5 \cdot 0.75 = 3.8$ peas with green pods. This result can be generalized as $\mu = np$. The variance and standard deviation are not so easily justified, and we omit the complicated algebraic manipulations that lead to Formulas 5-7 and 5-8. Instead, refer again to the preceding example and Table 5-3 to verify that for a binomial distribution, Formulas 5-6, 5-7, and 5-8 will produce the same results as Formulas 5-1, 5-3, and 5-4.

### Example 2

**Genetics** In an actual experiment, Mendel generated 580 offspring peas. He claimed that 75%, or 435, of them would have green pods. The actual experiment resulted in 428 peas with green pods.

- **a.** Assuming that groups of 580 offspring peas are generated, find the mean and standard deviation for the numbers of peas with green pods.
- **b.** Use the range rule of thumb to find the minimum usual number and the maximum usual number of peas with green pods. Based on those numbers, can we conclude that Mendel’s actual result of 428 peas with green pods is unusual? Does this suggest that Mendel’s value of 75% is wrong?
Mean, Variance, and Standard Deviation for the Binomial Distribution
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a. With \( n = 580 \) offspring peas, with \( p = 0.75 \), and \( q = 0.25 \), we can find the mean and standard deviation for the numbers of peas with green pods as follows:

\[
\mu = np = (580)(0.75) = 435.0
\]
\[
\sigma = \sqrt{npq} = \sqrt{(580)(0.75)(0.25)} = 10.4 \quad \text{(rounded)}
\]

For groups of 580 offspring peas, the mean number of peas with green pods is 435.0 and the standard deviation is 10.4.

b. We must now interpret the results to determine whether Mendel’s actual result of 428 peas is a result that could easily occur by chance, or whether that result is so unlikely that the assumed rate of 75% is wrong. We will use the range rule of thumb as follows:

Maximum usual value: \( \mu + 2\sigma = 435.0 + 2(10.4) = 455.8 \)

Minimum usual value: \( \mu - 2\sigma = 435.0 - 2(10.4) = 414.2 \)

If Mendel generated many groups of 580 offspring peas and if his 75% rate is correct, the numbers of peas with green pods should usually fall between 414.2 and 455.8. (Calculations with unrounded values yield 414.1 and 455.9.) Mendel actually got 428 peas with green pods, and that value does fall within the range of usual values, so the experimental results are consistent with the 75% rate. The results do not suggest that Mendel’s claimed rate of 75% is wrong.

Variation in Statistics

Example 2 is a good illustration of the importance of variation in statistics. In a traditional algebra course, we might conclude that 428 is not 75% of 580 simply because 428 does not equal 435 (which is 75% of 580). However, in statistics we recognize that sample results vary. We don’t expect to get exactly 75% of the peas with green pods. We recognize that as long as the results don’t vary too far away from the claimed rate of 75%, they are consistent with that claimed rate of 75%.

In this section we presented easy procedures for finding values of the mean \( \mu \) and standard deviation \( \sigma \) from a binomial probability distribution. However, it is really important to be able to interpret those values by using such devices as the range rule of thumb for identifying a range of usual values.

Statistical Literacy and Critical Thinking

1. Notation

Formula 5-8 shows that the standard deviation \( \sigma \) of values of the random variable \( x \) in a binomial probability distribution can be found by evaluating \( \sqrt{npq} \). Some books give the expression \( \sqrt{np(1-p)} \). Do these two expressions always give the same result? Explain.

2. Is Anything Wrong?

Excel is used to find the mean and standard deviation of a discrete probability distribution and the results are as follows: \( \mu = 2.0 \) and \( \sigma = -3.5 \). Can these results be correct? Explain.

3. Variance

In a Gallup poll of 1236 adults, it was found that 5% of those polled said that bad luck occurs after breaking a mirror. Based on these results, such randomly selected groups of 1236 adults will have a mean of 61.8 people with that belief, and a standard deviation of 7.7 people. What is the variance? (Express the answer including the appropriate units.)
4. What Is Wrong? A statistics class consists of 10 females and 30 males. Each day, 12 of the students are randomly selected without replacement, and the number of females is counted. Using the methods of this section we get $\mu = 3.0$ females and $\sigma = 1.5$ females, but the value of the standard deviation is wrong. Why don't the methods of this section give the correct results here?

Finding $\mu$, $\sigma$, and Unusual Values. In Exercises 5–8, assume that a procedure yields a binomial distribution with $n$ trials and the probability of success for one trial is $p$. Use the given values of $n$ and $p$ to find the mean $\mu$ and standard deviation $\sigma$. Also, use the range rule of thumb to find the minimum usual value $\mu - 2\sigma$ and the maximum usual value $\mu + 2\sigma$.

5. Guessing on SAT Random guesses are made for 50 SAT multiple choice questions, so $n = 50$ and $p = 0.2$.

6. Gender Selection In an analysis of test results from the YSORT gender selection method, 152 babies are born and it is assumed that boys and girls are equally likely, so $n = 152$ and $p = 0.5$.

7. Drug Test In an analysis of the 1-Panel TCH test for marijuana usage, 300 subjects are tested and the probability of a positive result is 0.48, so $n = 300$ and $p = 0.48$.

8. Gallup Poll A Gallup poll of 1236 adults showed that 14% believe that bad luck follows if your path is crossed by a black cat, so $n = 1236$ and $p = 0.14$.

9. Guessing on an Exam The midterm exam in a nursing course consists of 75 true/false questions. Assume that an unprepared student makes random guesses for each of the answers.
   a. Find the mean and standard deviation for the number of correct answers for such students.
   b. Would it be unusual for a student to pass this exam by guessing and getting at least 45 correct answers? Why or why not?

10. Guessing Answers The final exam in a sociology course consists of 100 multiple-choice questions. Each question has 5 possible answers, and only 1 of them is correct. An unprepared student makes random guesses for all of the answers.
   a. Find the mean and standard deviation for the number of correct answers for such students.
   b. Would it be unusual for a student to pass the exam by guessing and getting at least 60 correct answers? Why or why not?

11. Are 16% of M&M’s Green? Mars, Inc. claims that 16% of its M&M plain candies are green. A sample of 100 M&Ms is randomly selected.
   a. Find the mean and standard deviation for the numbers of green M&Ms in such groups of 100.
   b. Data Set 18 in Appendix B consists of a random sample of 100 M&Ms in which 19 are green. Is this result unusual? Does it seem that the claimed rate of 16% is wrong?

12. Are 24% of M&Ms Blue? Mars, Inc., claims that 24% of its M&M plain candies are blue. A sample of 100 M&Ms is randomly selected.
   a. Find the mean and standard deviation for the numbers of blue M&Ms in such groups of 100.
   b. Data Set 18 in Appendix B consists of a random sample of 100 M&Ms in which 27 are blue. Is this result unusual? Does it seem that the claimed rate of 24% is wrong?

13. Gender Selection In a test of the XSORT method of gender selection, 574 babies are born to couples trying to have baby girls, and 525 of those babies are girls (based on data from the Genetics & IVF Institute).
   a. If the gender-selection method has no effect and boys and girls are equally likely, find the mean and standard deviation for the numbers of girls born in groups of 574.
   b. Is the result of 525 girls unusual? Does it suggest that the gender-selection method appears to be effective?
14. **Gender Selection**  In a test of the YSORT method of gender selection, 152 babies are born to couples trying to have baby boys, and 127 of those babies are boys (based on data from the Genetics & IVF Institute).

**a.** If the gender-selection method has no effect and boys and girls are equally likely, find the mean and standard deviation for the numbers of boys born in groups of 152.

**b.** Is the result of 127 boys unusual? Does it suggest that the gender-selection method appears to be effective?

15. **Job Longevity**  A headline in *USA Today* states that “most stay at first job less than 2 years.” That headline is based on an Experience.com poll of 320 college graduates. Among those polled, 78% stayed at their first full-time job less than 2 years.

**a.** Assuming that 50% is the true percentage of graduates who stay at their first job less than two years, find the mean and standard deviation of the numbers of such graduates in randomly selected groups of 320 graduates.

**b.** Assuming that the 50% rate in part (a) is correct, find the range of usual values for the numbers of graduates among 320 who stay at their first job less than two years.

**c.** Find the actual number of surveyed graduates who stayed at their first job less than two years. Use the range of values from part (b) to determine whether that number is unusual. Does the result suggest that the headline is not justified?

**d.** This statement was given as part of the description of the survey methods used: “Alumni who opted-in to receive communications from Experience were invited to participate in the online poll, and 320 of them completed the survey.” What does that statement suggest about the results?

16. **Mendelian Genetics**  When Mendel conducted his famous genetics experiments with plants, one sample of 1064 offspring consisted of 787 plants with long stems and 277 plants with short stems. Mendel theorized that 25% of the offspring plants would have short stems.

**a.** If Mendel’s theory is correct, find the mean and standard deviation for the numbers of plants with short stems in such groups of 1064 offspring plants.

**b.** Are the actual results unusual? What do the actual results suggest about Mendel’s theory?

17. **Voting**  In a past presidential election, the actual voter turnout was 61%. In a survey, 1002 subjects were asked if they voted in the presidential election.

**a.** Find the mean and standard deviation for the numbers of actual voters in groups of 1002.

**b.** In the survey of 1002 people, 701 said that they voted in the last presidential election (based on data from ICR Research Group). Is this result consistent with the actual voter turnout, or is this result unlikely to occur with an actual voter turnout of 61%? Why or why not?

**c.** Based on these results, does it appear that accurate voting results can be obtained by asking voters how they acted?

18. **Cell Phones and Brain Cancer**  In a study of 420,095 cell phone users in Denmark, it was found that 135 developed cancer of the brain or nervous system. If we assume that the use of cell phones has no effect on developing such cancer, then the probability of a person having such a cancer is 0.000340.

**a.** Assuming that cell phones have no effect on developing cancer, find the mean and standard deviation for the numbers of people in groups of 420,095 that can be expected to have cancer of the brain or nervous system.

**b.** Based on the results from part (a), is it unusual to find that among 420,095 people, there are 135 cases of cancer of the brain or nervous system? Why or why not?

**c.** What do these results suggest about the publicized concern that cell phones are a health danger because they increase the risk of cancer of the brain or nervous system?

19. **Smoking Treatment**  In a clinical trial of a drug used to help subjects stop smoking, 821 subjects were treated with 1 mg doses of Chantix. That group consisted of 30 subjects who
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experienced nausea (based on data from Pfizer, Inc.). The probability of nausea for subjects not receiving the treatment was 0.0124.

a. Assuming that Chantix has no effect, so that the probability of nausea was 0.0124, find the mean and standard deviation for the numbers of people in groups of 821 that can be expected to experience nausea.

b. Based on the result from part (a), is it unusual to find that among 821 people, there are 30 who experience nausea? Why or why not?

c. Based on the preceding results, does nausea appear to be an adverse reaction that should be of concern to those who use Chantix?

20. Test of Touch Therapy  
Nine-year-old Emily Rosa conducted this test: A professional touch therapist put both hands through a cardboard partition and Emily would use a coin flip to randomly select one of the hands. Emily would place her hand just above the hand of the therapist, who was then asked to identify the hand that Emily had selected. The touch therapists believed that they could sense the energy field and identify the hand that Emily had selected. The trial was repeated 280 times. (Based on data from “A Close Look at Therapeutic Touch,” by Rosa et al., Journal of the American Medical Association, Vol. 279, No. 13.)

a. Assuming that the touch therapists have no special powers and made random guesses, find the mean and standard deviation for the numbers of correct responses in groups of 280 trials.

b. The professional touch therapists identified the correct hand 123 times in the 280 trials. Is that result unusual? What does the result suggest about the ability of touch therapists to select the correct hand by sensing an energy field?

Beyond the Basics

21. Hypergeometric Distribution  
As in Exercise 4, assume that a statistics class consists of 10 females and 30 males, and each day, 12 of the students are randomly selected without replacement. Because the sampling is from a small finite population without replacement, the hypergeometric distribution applies. (See Exercise 47 in Section 5-3.) Using the hypergeometric distribution, find the mean and standard deviation for the numbers of girls that are selected on the different days.

22. Acceptable/Defective Products  
Mario’s Pizza Parlor has just opened. Due to a lack of employee training, there is only a 0.8 probability that a pizza will be edible. An order for 5 pizzas has just been placed. What is the minimum number of pizzas that must be made in order to be at least 99% sure that there will be 5 that are edible?

Poisson Probability Distributions

Key Concept  
This chapter began by considering discrete probability distributions in general. In Sections 5-3 and 5-4 we discussed the binomial probability distribution, which is one particular type of discrete probability distribution. In this section we introduce the Poisson distribution, which is another particular discrete probability distribution. The Poisson distribution is often used for describing the behavior of rare events (with small probabilities).

The Poisson distribution is used for describing behavior such as radioactive decay, arrivals of people in a line, eagles nesting in a region, patients arriving at an emergency room, crashes on the Massachusetts Turnpike, and Internet users logging onto a Web site. For example, suppose your local hospital experiences a mean of 2.3 patients arriving at the emergency room on Fridays.
between 10:00 P.M. and 11:00 P.M. We can use the Poisson distribution to find the probability that for a randomly selected Friday, exactly four patients arrive at the ER between 10:00 P.M. and 11:00 P.M. We use the Poisson distribution, defined as follows.

**Definition**

The **Poisson distribution** is a discrete probability distribution that applies to occurrences of some event **over a specified interval**. The random variable \( x \) is the number of occurrences of the event in an interval. The interval can be time, distance, area, volume, or some similar unit. The probability of the event occurring \( x \) times over an interval is given by Formula 5-9.

**Formula 5-9**

\[
P(x) = \frac{\mu^x \cdot e^{-\mu}}{x!}
\]

where \( e \approx 2.71828 \)

**Requirements for the Poisson Distribution**

1. The random variable \( x \) is the number of occurrences of an event **over some interval**.
2. The occurrences must be **random**.
3. The occurrences must be **independent** of each other.
4. The occurrences must be **uniformly distributed** over the interval being used.

**Parameters of the Poisson Distribution**

- The mean is \( \mu \).
- The standard deviation is \( \sigma = \sqrt{\mu} \).

A Poisson distribution differs from a binomial distribution in these fundamental ways:

1. The binomial distribution is affected by the sample size \( n \) and the probability \( p \), whereas the Poisson distribution is affected only by the mean \( \mu \).
2. In a binomial distribution, the possible values of the random variable \( x \) are \( 0, 1, \ldots, n \), but a Poisson distribution has possible \( x \) values of \( 0, 1, 2, \ldots \), with no upper limit.

**Example 1**

**Earthquakes** For a recent period of 100 years, there were 93 major earthquakes (measuring at least 6.0 on the Richter scale) in the world (based on data from the **World Almanac and Book of Facts**). Assume that the Poisson distribution is a suitable model.

**a.** Find the mean number of major earthquakes per year.

**b.** If \( P(x) \) is the probability of \( x \) earthquakes in a randomly selected year, find \( P(0), P(1), P(2), P(3), P(4), P(5), P(6), \) and \( P(7) \).

**c.** The actual results are as follows: 47 years (0 major earthquakes); 31 years (1 major earthquake); 13 years (2 major earthquakes); 5 years (3 major earthquakes);

**Queues**

Queuing theory is a branch of mathematics that uses probability and statistics. The study of queues, or waiting lines, is important to businesses such as supermarkets, banks, fast-food restaurants, airlines, and amusement parks. Grand Union supermarkets try to keep checkout lines no longer than three shoppers. Wendy’s introduced the “Express Pak” to expedite servicing its numerous drive-through customers. Disney conducts extensive studies of lines at its amusement parks so that it can keep patrons happy and plan for expansion. Bell Laboratories uses queuing theory to optimize telephone network usage, and factories use it to design efficient production lines.

continued
2 years (4 major earthquakes); 0 years (5 major earthquakes); 1 year (6 major earthquakes); 1 year (7 major earthquakes). How do these actual results compare to the probabilities found in part (b)? Does the Poisson distribution appear to be a good model in this case?

**Solution**

a. The Poisson distribution applies because we are dealing with the occurrences of an event (earthquakes) over some interval (a year). The mean number of earthquakes per year is

\[ \mu = \frac{\text{number of earthquakes}}{\text{number of years}} = \frac{93}{100} = 0.93 \]

b. Using Formula 5-9, the calculation for \( x = 2 \) earthquakes in a year is as follows (with \( \mu \) replaced by 0.93 and \( e \) replaced by 2.71828):

\[ P(2) = \frac{\mu^x \cdot e^{-\mu}}{x!} = \frac{0.93^2 \cdot 2.71828^{-0.93}}{2!} = \frac{0.8649 \cdot 0.394554}{2} = 0.171 \]

The probability of exactly 2 earthquakes in a year is \( P(2) = 0.171 \). Using the same procedure to find the other probabilities, we get these results: \( P(0) = 0.395, P(1) = 0.367, P(2) = 0.171, P(3) = 0.0529, P(4) = 0.0123, P(5) = 0.00229, P(6) = 0.000355, \) and \( P(7) = 0.0000471 \).

c. The probability of \( P(0) = 0.395 \) from part (b) is the likelihood of getting 0 earthquakes in one year. So in 100 years, the expected number of years with 0 earthquakes is \( 100 \times 0.395 = 39.5 \) years. Using the probabilities from part (b), here are all of the expected frequencies: 39.5, 36.7, 17.1, 5.29, 1.23, 0.229, 0.0355, and 0.00471. These expected frequencies compare reasonably well with the actual frequencies of 47, 31, 13, 5, 2, 0, 1, and 1. Because the expected frequencies agree reasonably well with the actual frequencies, the Poisson distribution is a good model in this case.

**Poisson Distribution as an Approximation to the Binomial Distribution**

The Poisson distribution is sometimes used to approximate the binomial distribution when \( n \) is large and \( p \) is small. One rule of thumb is to use such an approximation when the following two requirements are both satisfied.

**Requirements for Using the Poisson Distribution as an Approximation to the Binomial**

1. \( n \geq 100 \)
2. \( np \leq 10 \)

If both requirements are satisfied and we want to use the Poisson distribution as an approximation to the binomial distribution, we need a value for \( \mu \). That value can be calculated by using Formula 5-6 (first presented in Section 5-4):

\[ \mu = np \]
**Example 2** Illinois Pick 3  In the Illinois Pick 3 game, you pay 50¢ to select a sequence of three digits, such as 729. If you play this game once every day, find the probability of winning exactly once in 365 days.

**Solution**

Because the time interval is 365 days, \( n = 365 \). Because there is one winning set of numbers among the 1000 that are possible (from 000 to 999), \( p = \frac{1}{1000} \). With \( n = 365 \) and \( p = \frac{1}{1000} \), the conditions \( n \geq 100 \) and \( np \leq 10 \) are both satisfied, so we can use the Poisson distribution as an approximation to the binomial distribution. We first need the value of \( \mu \), which is found as follows:

\[
\mu = np = 365 \cdot \frac{1}{1000} = 0.365
\]

Having found the value of \( \mu \), we can now find \( P(1) \) by using \( x = 1, \mu = 0.365 \), and \( e = 2.71828 \), as shown here:

\[
P(1) = \frac{\mu^x \cdot e^{-\mu}}{x!} = \frac{0.365^1 \cdot 2.71828^{-0.365}}{1!} = \frac{0.253}{1} = 0.253
\]

Using the Poisson distribution as an approximation to the binomial distribution, we find that there is a 0.253 probability of winning exactly once in 365 days. If we use the binomial distribution, we get 0.254, so we can see that the Poisson approximation is quite good here.

**Statdisk**

Select **Analysis** from the main menu bar, select **Probability Distributions**, then select **Poisson Distribution**. Enter the value of the mean \( \mu \). Click **Evaluate** and scroll for values that do not fit in the initial window. See the accompanying Statdisk display using the mean of 0.93 from Example 1 in this section.

**MINITAB**

First enter the desired value of \( x \) in column C1. Now select **Calc** from the main menu bar, then select **Probability Distributions**, then **Poisson**. Enter the value of the mean \( \mu \) and enter C1 for the input column.

**Excel**

Click on **fx** on the main menu bar, then select the function category of **Statistical**. Select **POISSON.DIST**. In the dialog box, enter the values for \( x \) and the mean, and enter 0 for “Cumulative.” (Entering 1 for “Cumulative” results in the probability for values up to and including the entered value of \( x \).)

**TI-83/84 Plus**

Press 2nd **VARS** (to get **DISTR**), then select **poissonpdf**. Now press **ENTER**, then proceed to enter \( \mu \), \( x \) (including the comma). For \( \mu \), enter the value of the mean; for \( x \), enter the desired number of occurrences.
5-5 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Poisson Distribution What are the conditions for using the Poisson distribution?

2. Checking Account Last year, the author wrote 126 checks. Let the random variable \( x \) represent the number of checks he wrote in one day, and assume that it has a Poisson distribution. What is the mean number of checks written per day? What is the standard deviation? What is the variance?

3. Approximating a Binomial Distribution Assume that we have a binomial distribution with \( n = 100 \) and \( p = 0.1 \). It is impossible to get 101 successes in such a binomial distribution, but we can compute the probability that \( x = 101 \) if we use the Poisson distribution to approximate the binomial distribution, and the result is \( 4.82 \times 10^{-64} \). How does that result agree with the impossibility of having \( x = 101 \) with a binomial distribution?

4. Poisson/Binomial An experiment involves rolling a die 6 times and counting the number of 2s that occur. If we calculate the probability of \( x = 0 \) occurrences of 2 using the Poisson distribution, we get 0.368, but we get 0.335 if we use the binomial distribution. Which is the correct probability of getting no 2s when a die is rolled 6 times? Why is the other probability wrong?

Using a Poisson Distribution to Find Probability. In Exercises 5–8, assume that the Poisson distribution applies, and proceed to use the given mean to find the indicated probability.

5. If \( \mu = 2 \), find \( P(3) \).
6. If \( \mu = 0.3 \), find \( P(1) \).
7. If \( \mu = 3/4 \), find \( P(3) \).
8. If \( \mu = 1/6 \), find \( P(0) \).

In Exercises 9–16, use the Poisson distribution to find the indicated probabilities.

9. Motor Vehicle Deaths Dutchess County, New York, has been experiencing a mean of 35.4 motor vehicle deaths each year.
   a. Find the mean number of deaths per day.
   b. Find the probability that on a given day, there are more than 2 motor vehicle deaths.
   c. Is it unusual to have more than 2 motor vehicle deaths on the same day? Why or why not?

10. Low Birth Weight A newborn baby is considered to have a low birth weight if it weighs less than 2500 grams. Such babies often require extra care. Dutchess County, New York, has been experiencing a mean of 210.0 cases of low birth weight each year.
   a. Find the mean number of low birth weight babies born each day.
   b. Find the probability that on a given day, there is more than 1 baby born with a low birth weight.
   c. Is it unusual to have more than 1 low birth weight baby born in a day? Why or why not?

11. Radioactive Decay Radioactive atoms are unstable because they have too much energy. When they release their extra energy, they are said to decay. When studying cesium-137, a nuclear engineer found that over 365 days, 1,000,000 radioactive atoms decayed to 977,287 radioactive atoms.
   a. Find the mean number of radioactive atoms that decayed in a day.
   b. Find the probability that on a given day, 50 radioactive atoms decayed.

12. Deaths from Horse Kicks A classical example of the Poisson distribution involves the number of deaths caused by horse kicks to men in the Prussian Army between 1875 and 1894. Data for 14 corps were combined for the 20-year period, and the 280 corps-years included a total of 196 deaths. After finding the mean number of deaths per corps-year, find the probability that a randomly selected corps-year has the following numbers of deaths.
   a. 0   b. 1   c. 2   d. 3   e. 4  

continued
The actual results consisted of these frequencies: 0 deaths (in 144 corps-years); 1 death (in 91 corps-years); 2 deaths (in 32 corps-years); 3 deaths (in 11 corps-years); 4 deaths (in 2 corps-years). Compare the actual results to those expected by using the Poisson probabilities. Does the Poisson distribution serve as a good device for predicting the actual results?

13. Homicide Deaths
In one year, there were 116 homicide deaths in Richmond, Virginia (based on “A Classroom Note on the Poisson Distribution: A Model for Homicidal Deaths in Richmond, VA for 1991,” by Winston A. Richards in *Mathematics and Computer Education*).

For a randomly selected day, find the probability that the number of homicide deaths is

a. 0  b. 1  c. 2  d. 3  e. 4

Compare the calculated probabilities to these actual results: 268 days (no homicides); 79 days (1 homicide); 17 days (2 homicides); 1 day (3 homicides); no days with more than 3 homicides.

14. Disease Cluster
Neuroblastoma, a rare form of malignant tumor, occurs in 11 children in a million, so its probability is 0.000011. Four cases of neuroblastoma occurred in Oak Park, Illinois, which had 12,429 children.

a. Assuming that neuroblastoma occurs as usual, find the mean number of cases in groups of 12,429 children.

b. Find the probability that the number of neuroblastoma cases in a group of 12,429 children is 0 or 1.

c. What is the probability of more than one case of neuroblastoma?

d. Does the cluster of four cases appear to be attributable to random chance? Why or why not?

15. Life Insurance
A Fidelity life insurance company charges $226 for a $50,000 life insurance policy for a 50-year-old female. The probability that such a female survives the year is 0.9968 (based on data from the U.S. Department of Health and Human Services). Assume that the company sells 700 such policies to 50-year-old females, so it collects $158,200 in policy payments. The company will make a profit if fewer than four of the 700 women die during the year.

a. What is the mean number of deaths in such groups of 700 females?

b. Find the probability that the company makes a profit from the 700 policies. Is that probability high enough so that the company is almost sure to make a profit?

16. Life Insurance
There is a 0.9986 probability that a randomly selected 30-year-old male lives through the year (based on data from the U.S. Department of Health and Human Services). A Fidelity life insurance company charges $161 for insuring that the male will live through the year. If the male does not survive the year, the policy pays out $100,000 as a death benefit. Assume that the company sells 1300 such policies to 30-year-old males, so it collects $209,300 in policy payments. The company will make a profit if the number of deaths in this group is two or fewer.

a. What is the mean number of deaths in such groups of 1300 males?

b. Use the Poisson distribution to find the probability that the company makes a profit from the 1300 policies.

c. Use the binomial distribution to find the probability that the company makes a profit from the 1300 policies, then compare the result to the result found in part (b).

Beyond the Basics

17. Poisson Approximation to Binomial Distribution
For a binomial distribution with \( n = 10 \) and \( p = 0.5 \), we should not use the Poisson approximation because the conditions \( n \geq 100 \) and \( np \leq 10 \) are not both satisfied. Suppose we go way out on a limb and use the Poisson approximation anyway. Are the resulting probabilities unacceptable approximations? Why or why not?
Review

This chapter introduced the concept of a probability distribution, which describes the probability for each value of a random variable. This chapter includes only discrete probability distributions, but the following chapters will include continuous probability distributions. The following key points were discussed:

• A random variable has values that are determined by chance.
• A probability distribution consists of all values of a random variable, along with their corresponding probabilities. A probability distribution must satisfy two requirements: the sum of all of the probabilities for values of the random variable must be 1, and each probability value must be between 0 and 1 inclusive. This is expressed as \( \sum P(x) = 1 \) and, for each value of \( x \), \( 0 \leq P(x) \leq 1 \).
• Important characteristics of a probability distribution can be explored by constructing a probability histogram and by computing its mean and standard deviation using these formulas:

\[
\mu = \sum [x \cdot P(x)] \\
\sigma = \sqrt{\sum [x^2 \cdot P(x)] - \mu^2}
\]

• In a binomial distribution, there are two categories of outcomes and a fixed number of independent trials with a constant probability. The probability of \( x \) successes among \( n \) trials can be found by using the binomial probability formula, or Table A-1, or computer software (such as STATDISK, Minitab, or Excel), or a TI-83/84 Plus calculator.
• In a binomial distribution, the mean and standard deviation can be found by calculating the values of \( \mu = np \) and \( \sigma = \sqrt{npq} \).
• A Poisson probability distribution applies to occurrences of some event over a specific interval, and its probabilities can be computed with Formula 5-9.
• Unusual outcomes: To distinguish between outcomes that are usual and those that are unusual, we used two different criteria: the range rule of thumb and the use of probabilities.

Using the range rule of thumb to identify unusual values:

maximum usual value = \( \mu + 2\sigma \)

minimum usual value = \( \mu - 2\sigma \)

Using probabilities to identify unusual values:

Unusually high number of successes: \( x \) successes among \( n \) trials is an unusually high number of successes if \( P(x \text{ or more}) \leq 0.05^* \)

Unusually low number of successes: \( x \) successes among \( n \) trials is an unusually low number of successes if \( P(x \text{ or fewer}) \leq 0.05^* \)

*The value of 0.05 is commonly used, but is not absolutely rigid. Other values, such as 0.01, could be used to distinguish between events that can easily occur by chance and events that are very unlikely to occur by chance.

Statistical Literacy and Critical Thinking

1. Random Variable What is a random variable? Is it possible for a discrete random variable to have an infinite number of possible values?
2. Discrete versus Continuous What is the difference between a discrete random variable and a continuous random variable?
3. **Binomial Probability Distribution** In a binomial probability distribution, the symbols \( p \) and \( q \) are used to represent probabilities. What is the numerical relationship between \( p \) and \( q \)?

4. **Probability Distributions** This chapter described the concept of a discrete probability distribution, and then described the binomial and Poisson probability distributions. Are all discrete probability distributions either binomial or Poisson? Why or why not?

---

**Chapter Quick Quiz**

1. If 0 and 1 are the only possible values of the random variable \( x \), and if \( P(0) = P(1) = 0.8 \), is a probability distribution defined?

2. If 0 and 1 are the only possible values of the random variable \( x \), and if \( P(0) = 0.3 \) and \( P(1) = 0.7 \), find the mean of the probability distribution.

3. If boys and girls are equally likely and groups of 400 births are randomly selected, find the mean number of girls in such groups of 400.

4. If boys and girls are equally likely and groups of 400 births are randomly selected, find the standard deviation of the numbers of girls in such groups of 400.

5. A multiple-choice test has 100 questions. For subjects making random guesses for each answer, the mean number of correct answers is 20.0 and the standard deviation of the numbers of correct answers is 4.0. For someone making random guesses for all answers, is it unusual to get 35 correct answers?

---

In Exercises 6–10, use the following:

*A multiple-choice test has 4 questions. For a subject making random guesses for each answer, the probabilities for the number of correct responses are given in the table in the margin. Assume that a subject makes random guesses for each question.*

6. Is the given probability distribution a binomial probability distribution?

7. Find the probability of getting at least one correct answer.

8. Find the probability of getting all correct answers.

9. Find the probability that the number of correct answers is 2 or 3.

10. Is it unusual to answer all of the questions correctly?

---

**Review Exercises**

1. **Postponing Death** An interesting theory is that dying people have some ability to postpone their death to survive a major holiday. One study involved the analysis of deaths during the time period spanning from the week before Thanksgiving to the week after Thanksgiving. (See “Holidays, Birthdays, and the Postponement of Cancer Death,” by Young and Hade, *Journal of the American Medical Association*, Vol. 292, No. 24.) Assume that \( n = 8 \) such deaths are randomly selected from those that occurred during the time period spanning from the week before Thanksgiving to the week after, and also assume that dying people have no ability to postpone death, so the probability that a death occurred the week before Thanksgiving is \( p = 0.5 \). Construct a table describing the probability distribution, where the random variable \( x \) is the number of the deaths (among 8) that occurred the week before Thanksgiving. Express all of the probabilities with three decimal places.

2. **Postponing Death** Find the mean and standard deviation for the probability distribution described in Exercise 1, then use those values and the range rule of thumb to identify the range of usual values of the random variable. Is it unusual to find that all 8 deaths occurred the week before Thanksgiving? Why or why not?

3. **Postponing Death** Exercise 1 involves 8 randomly selected deaths during the time period spanning from the week before Thanksgiving to the week after Thanksgiving. Assume now that 20 deaths are randomly selected from that time period.

*continued*
a. Find the probability that exactly 14 of the deaths occur during the week before Thanksgiving.

b. Is it unusual to have exactly 14 deaths occurring the week before Thanksgiving?

c. If the probability of exactly 14 deaths is very small, does that imply that 14 is an unusually high number of deaths occurring the week before Thanksgiving? Why or why not?

4. Expected Value for Deal or No Deal

In the television game show *Deal or No Deal*, contestant Elna Hindler had to choose between acceptance of an offer of $193,000 or continuing the game. If she continued to refuse all further offers, she would have won one of these five equally-likely prizes: $75, $300, $75,000, $500,000, and $1,000,000. Find her expected value if she continued the game and refused all further offers. Based on the result, should she accept the offer of $193,000, or should she continue?

5. Expected Value for a Magazine Sweepstakes

*Reader’s Digest* ran a sweepstakes in which prizes were listed along with the chances of winning: $1,000,000 (1 chance in 90,000,000), $100,000 (1 chance in 110,000,000), $25,000 (1 chance in 110,000,000), $5,000 (1 chance in 36,667,000), and $2,500 (1 chance in 27,500,000).

a. Assuming that there is no cost of entering the sweepstakes, find the expected value of the amount won for one entry.

b. Find the expected value if the cost of entering this sweepstakes is the cost of a postage stamp. Is it worth entering this contest?

6. Brand Recognition

In a study of brand recognition of Sony, groups of four consumers are interviewed. If \( x \) is the number of people in the group who recognize the Sony brand name, then \( x \) can be 0, 1, 2, 3, or 4, and the corresponding probabilities are 0.0016, 0.0250, 0.1432, 0.3892, and 0.4096. Does the given information describe a probability distribution? Why or why not?

7. Kentucky Pick 4

In Kentucky’s Pick 4 game, you pay $1 to select a sequence of four digits, such as 2283. If you buy only one ticket and win, your prize is $5000 and your net gain is $4999.

a. If you buy one ticket, what is the probability of winning?

b. Construct a table describing the probability distribution corresponding to the purchase of one Pick 4 ticket.

c. If you play this game once every day, find the mean number of wins in years with exactly 365 days.

d. If you play this game once every day, find the probability of winning exactly once in 365 days.

e. Find the expected value for the purchase of one ticket.

8. Reasons for Being Fired

“Inability to get along with others” is the reason cited in 17% of worker firings (based on data from Robert Half International, Inc.). Concerned about her company’s working conditions, the personnel manager at the Boston Finance Company plans to investigate the five employee firings that occurred over the past year.

a. Assuming that the 17% rate applies, find the probability that at least four of those five employees were fired because of an inability to get along with others.

b. If the personnel manager actually does find that at least four of the firings were due to an inability to get along with others, does this company appear to be very different from other typical companies? Why or why not?

9. Detecting Fraud

The Brooklyn District Attorney’s office analyzed the leading digits of check amounts in order to identify fraud. The leading digit of 1 is expected to occur 30.1% of the time, according to Benford’s law that applies in this case. Among 784 checks issued by a suspect company, there were none with amounts that had a leading digit of 1.

a. For randomly selected checks, there is a 30.1% chance that the leading digit of the check amount is 1. What is the expected number of checks that should have a leading digit of 1?

b. Assume that groups of 784 checks are randomly selected. Find the mean and standard deviation for the numbers of checks with amounts having a leading digit of 1.

c. Use the results from part (b) and the range rule of thumb to find the range of usual values.
d. Given that the 784 actual check amounts had no leading digits of 1, is there very strong evidence that the suspect checks are very different from the expected results? Why or why not?

10. World War II Bombs In analyzing hits by V-1 buzz bombs in World War II, South London was subdivided into 576 regions, each with an area of 0.25 km². A total of 535 bombs hit the combined area of 576 regions.

a. What is the mean number of hits per region?

b. If a region is randomly selected, find the probability that it was not hit.

c. Based on the probability in part (b), how many of the 576 regions are expected to have no hits?

d. There were actually 229 regions that were not hit. How does this actual result compare to the result from part (c)?

Cumulative Review Exercises

1. Auditing Checks It is common for professional auditors to analyze checking accounts with a randomly selected sample of checks. Given below are check amounts (in dollars) from a random sample of checks issued by the author.

$115.00$ $188.00$ $134.83$ $217.60$ $142.94$

a. Find the mean.

b. Find the median.

c. Find the range.

d. Find the standard deviation.

e. Find the variance.

f. Use the range rule of thumb to identify the range of usual values.

g. Based on the result from part (f), are any of the sample values unusual? Why or why not?

h. What is the level of measurement of the data: nominal, ordinal, interval, or ratio?

i. Are the data discrete or continuous?

j. If the sample had consisted of the last five checks that the author issued, what type of sampling would have been used: random, systematic, stratified, cluster, convenience?

k. The checks included in this sample are five of the 134 checks written in the year. Estimate the total value of all checks written in the year.

2. Employee Drug Testing Among companies doing highway or bridge construction, 80% test employees for substance abuse (based on data from the Construction Financial Management Association). A study involves the random selection of 10 such companies.

a. Find the probability that exactly 5 of the 10 companies test for substance abuse.

b. Find the probability that at least half of the companies test for substance abuse.

c. For such groups of 10 companies, find the mean and standard deviation for the number (among 10) that test for substance abuse.

d. Using the results from part (c) and the range rule of thumb, identify the range of usual values.

3. Determining the Effectiveness of an HIV Training Program The New York State Health Department reports a 10% rate of the HIV virus for the “at-risk” population. In one region, an intensive education program is used in an attempt to lower that 10% rate. After running the program, a follow-up study of 150 at-risk individuals is conducted.

a. Assuming that the program has no effect, find the mean and standard deviation for the number of HIV cases in groups of 150 at-risk people.

b. Among the 150 people in the follow-up study, 8% (or 12 people) tested positive for the HIV virus. If the program has no effect, is that rate unusually low? Does this result suggest that the program is effective?
4. Titanic Of the 2223 passengers on board the *Titanic*, 706 survived.

a. If one of the passengers is randomly selected, find the probability that the passenger survived.

b. If two different passengers are randomly selected, find the probability that they both survived.

c. If two different passengers are randomly selected, find the probability that neither of them survived.

5. Energy Consumption Each year, the U.S. Department of Energy publishes an *Annual Energy Review* that includes per capita energy consumption (in millions of Btu) for each of the 50 states. If you calculate the mean of these 50 values, is the result the mean per capita energy consumption for the total population from all 50 states combined? If it is not, explain how you would use those 50 values to calculate the mean per capita energy consumption for the total population from all 50 states combined.

Technology Project

United Flight 15 from New York’s JFK airport to San Francisco uses a Boeing 757-200 with 182 seats. Because some people with reservations don’t show up, United can overbook by accepting more than 182 reservations. If the flight is not overbooked, the airline will lose revenue due to empty seats, but if too many seats are sold and some passengers are denied seats, the airline loses money from the compensation that must be given to the bumped passengers. Assume that there is a 0.0995 probability that a passenger with a reservation will not show up for the flight (based on data from the IBM research paper “Passenger-Based Predictive Modeling of Airline No-Show Rates,” by Lawrence, Hong, and Cherrier). Also assume that the airline accepts 200 reservations for the 182 seats that are available.

Find the probability that when 200 reservations are accepted for United Flight 15, there are more passengers showing up than there are seats available. Table A-1 cannot be used and calculations with the binomial probability formula would be extremely time-consuming and tedious. The best approach is to use statistics software or a TI-83/84 Plus calculator. (See Section 5-3 for instructions describing the use of STATDISK, Minitab, Excel, or a TI-83/84 Plus calculator.) Is the probability of overbooking small enough so that it does not happen very often, or does it seem too high so that changes must be made to make it lower? Now use trial and error to find the maximum number of reservations that could be accepted so that the probability of having more passengers than seats is 0.05 or less.

Probability Distributions and Simulation

Go to: [http://www.aw.com/triola](http://www.aw.com/triola)

Probability distributions are used to predict the outcome of the events they model. For example, if we toss a fair coin, the distribution for the outcome is a probability of 0.5 for heads and 0.5 for tails. If we toss the coin ten consecutive times, we expect five heads and five tails. We might not get this exact result, but in the long run, over hundreds or thousands of tosses, we expect the split between heads and tails to be very close to “50-50.”
The CD included with this book contains applets designed to help visualize various concepts. Open the Applets folder on the CD and double-click on Start. Select the menu item of Binomial Distribution. Select \( n = 10 \), \( p = 0.4 \), and \( N = 1000 \) for the number of trials. Based on the simulated results, find \( P(3) \). Compare that probability to \( P(3) \) for a binomial experiment with \( n = 10 \) and \( p = 0.4 \), found by using an exact method instead of a simulation. After repeating the simulation several times, comment on how much the estimated value of \( P(3) \) varies from simulation to simulation.

Critical Thinking: Did the jury selection process discriminate?

Rodrigo Partida is an American who is of Mexican ancestry. He was convicted of burglary with intent to commit rape. His conviction took place in Hidalgo County, which is in Texas on the border with Mexico. Hidalgo County had 181,535 people eligible for jury duty, and 79.1% of them were Americans of Mexican ancestry. Among 870 people selected for grand jury duty, 39% (339) were Americans of Mexican ancestry. Partida’s conviction was later appealed (Castaneda v. Partida) on the basis of the large discrepancy between the 79.1% of the Americans of Mexican ancestry eligible for grand jury duty and the fact that only 39% of such Americans were actually selected.

1. Given that Americans of Mexican ancestry constitute 79.1% of the population of those eligible for jury duty, and given that Partida was convicted by a jury of 12 people with only 58% of them (7 jurors) that were Americans of Mexican ancestry, can we conclude that his jury was selected in a process that discriminates against Americans of Mexican ancestry?

2. Given that Americans of Mexican ancestry constitute 79.1% of the population of 181,535 and, over a period of 11 years, only 339 of the 870 people selected for grand jury duty were Americans of Mexican ancestry, can we conclude that the process of selecting grand jurors discriminated against Americans of Mexican ancestry?

Cooperative Group Activities

1. **In-class activity** Win $1,000,000! The James Randi Educational Foundation offers a $1,000,000 prize to anyone who can show, “under proper observing conditions, evidence of any paranormal, supernatural, or occult power or event.” Divide into groups of three. Select one person who will be tested for extrasensory perception (ESP) by trying to correctly identify a digit randomly selected by another member of the group. Another group member should record the randomly selected digit, the digit guessed by the subject, and whether the guess was correct or wrong. Construct the table for the probability distribution of randomly generated digits, construct the relative frequency table for the random digits that were actually obtained, and construct a relative frequency table for the guesses that were made. After comparing the three tables, what do you conclude? What proportion of guesses are correct? Does it seem that the subject has the ability to select the correct digit significantly more often than would be expected by chance?

2. **In-class activity** See the preceding activity and design an experiment that would be effective in testing someone’s claim that they have the ability to identify the color of a card selected from a standard deck of playing cards. Describe the experiment with great detail. Because the prize of $1,000,000 is at stake, we want to be careful to avoid the serious mistake of concluding that the person has the paranormal power when that power is not actually present. There will
likely be some chance that the subject could make random guesses and be correct every time, so identify a probability that is reasonable for the event of the subject passing the test with random guesses. Be sure that the test is designed so that this probability is equal to or less than the probability value selected.

3. In-class activity Suppose we want to identify the probability distribution for the number of children born to randomly selected couples. For each student in the class, find the number of brothers and sisters and record the total number of children (including the student) in each family. Construct the relative frequency table for the result obtained. (The values of the random variable \( x \) will be 1, 2, 3, \ldots) What is wrong with using this relative frequency table as an estimate of the probability distribution for the number of children born to randomly selected couples?

4. Out-of-class activity The analysis of the last digits of data can sometimes reveal whether the data have been collected through actual measurements or reported by the subjects. Refer to an almanac or the Internet and find a collection of data (such as lengths of rivers in the world), then analyze the distribution of last digits to determine whether the values were obtained through actual measurements.

5. Out-of-class activity In Review Exercise 9 it was noted that leading digits of the amounts on checks can be analyzed for fraud. It was also noted that the leading digit of 1 is expected about 30.1\% of the time. Obtain a random sample of actual check amounts and record the leading digits. Compare the actual number of checks with amounts that have a leading digit of 1 to the 30.1\% rate expected. Do the actual checks conform to the expected rate, or is there a substantial discrepancy? Explain.
Because binomial probability distributions are used with proportions that apply to so many real applications, it is extremely important to be able to find probabilities with binomial probability distributions. Table A-1 in Appendix B lists some binomial probabilities, but that table is very limited. StatCrunch is much better because it can be used in so many more circumstances. Consider the following problem:

The Genetics and IVF Institute developed a gender-selection method called YSORT, and at one point in a test of their YSORT method, 51 couples used the method in trying to have baby boys, and 39 of them did have baby boys. Assuming that the method has no effect, find the probability that among 51 births, the number of boys is 39 or more. What does that probability suggest about the effectiveness of the YSORT method?

Assuming that boys and girls are equally likely, the probability of a boy is $p = 0.5$. Also, $n = 51$ (total number of births) and we want the cumulative probability for all values of $x$ from 39 and above.

StatCrunch Procedure for Finding Binomial Probabilities

1. Sign into StatCrunch, then click on Open StatCrunch.
2. Click on Stat, then select the menu item of Calculators.
3. In the window that appears, scroll down and click on Binomial. You will see a Binomial Calculator window similar to the one shown below, but it will have entries different from those shown here.
4. For $n = 51$ and $p = 0.5$, we want the total of all probabilities for $x = 39$ and greater, so use the Binomial Calculator window as follows.
   - Enter 51 for the value of $n$.
   - Enter 0.5 for the value of $p$.
   - Enter 39 for the value of $x$.
   - The box showing $<=$ indicates that the default option is to find the total of all probabilities for the values of 39 or lower, but we want the total of the probabilities for all values of 39 and greater, so click on the box labeled $<$ and select $>=$.
   - The display given here shows that the probability of 39 or more boys is $9.901972E-5$, which is in scientific notation. That probability is 0.0000990 when expressed in standard form and rounded. (Because that probability is so small, we know that it is extremely unlikely to get 39 boys by chance, so it appears that the YSORT method is effective in increasing the likelihood of a boy.)

Project

Assuming that boys and girls are equally likely, use StatCrunch to find the probabilities of the following events.

1. Getting exactly 30 girls in 50 births.
2. Getting at least 30 girls in 50 births.
3. Getting fewer than 240 girls in 500 births.
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Ergonomics involves the study of people fitting into their environments. Ergonomics is used in a wide variety of applications such as these: Design a doorway so that most people can walk through it without bending or hitting their head; design a car so that the dashboard is within easy reach of most drivers; design a screw bottle top so that most people have sufficient grip strength to open it; design a manhole cover so that most workers can fit through it. Good ergonomic design results in an environment that is safe, functional, efficient, and comfortable. Bad ergonomic design can result in uncomfortable, unsafe, or possibly fatal conditions. For example, the following real situations illustrate the difficulty in determining safe loads in aircraft and boats.

- “We have an emergency for Air Midwest fifty-four eighty,” said pilot Katie Leslie, just before her plane crashed in Charlotte, North Carolina. The crash of the Beech plane killed all of the 21 people on board. In the subsequent investigation, the weight of the passengers was suspected as a factor that contributed to the crash. This prompted the Federal Aviation Administration to order airlines to collect weight information from randomly selected flights, so that the old assumptions about passenger weights could be updated.

- Twenty passengers were killed when the Ethan Allen tour boat capsized on New York’s Lake George. Based on an assumed mean weight of 140 lb, the boat was certified to carry 50 people. A subsequent investigation showed that most of the passengers weighed more than 200 lb, and the boat should have been certified for a much smaller number of passengers.

- A water taxi sank in Baltimore’s Inner Harbor. Among the 25 people on board, 5 died and 16 were injured. An investigation revealed that the safe passenger load for the water taxi was 3500 lb. Assuming a mean passenger weight of 140 lb, the boat was allowed to carry 25 passengers, but the mean of 140 lb was determined 44 years ago when people were not as heavy as they are today. (The mean weight of the 25 passengers aboard the boat that sank was found to be 168 lb.) The National Transportation and Safety Board suggested that the old estimated mean of 140 lb be updated to 174 lb, so the safe load of 3500 lb would now allow only 20 passengers instead of 25.

This chapter introduces the statistical tools that are basic to good ergonomic design. After completing this chapter, we will be able to solve problems in a wide variety of different disciplines, including ergonomics.
In Chapter 2 we considered the distribution of data, and in Chapter 3 we considered some important measures of data sets, including measures of center and variation. In Chapter 4 we discussed basic principles of probability, and in Chapter 5 we presented the concept of a probability distribution. In Chapter 5 we considered only discrete probability distributions, but in this chapter we present continuous probability distributions. To illustrate the correspondence between area and probability, we begin with a uniform distribution, but most of this chapter focuses on normal distributions. Normal distributions occur often in real applications, and they play an important role in methods of inferential statistics. In this chapter we present concepts of normal distributions that will be used often in the remaining chapters of this text. Several of the statistical methods discussed in later chapters are based on concepts related to the central limit theorem, discussed in Section 6-5. Many other sections require normally distributed populations, and Section 6-7 presents methods for analyzing sample data to determine whether or not the sample appears to be from such a normally distributed population.

If a continuous random variable has a distribution with a graph that is symmetric and bell-shaped, as in Figure 6-1, and it can be described by the equation given as Formula 6-1, we say that it has a normal distribution.

\[
y = \frac{e^{-\frac{1}{2}(x-\mu)^2}}{\sigma \sqrt{2\pi}}
\]

Figure 6-1
The Normal Distribution

Formula 6-1 is mathematically challenging, and we include it only to illustrate that any particular normal distribution is determined by two parameters: the mean, \( \mu \), and standard deviation, \( \sigma \). Formula 6-1 is like many an equation with one variable \( y \) on the left side and one variable \( x \) on the right side. The letters \( \pi \) and \( e \) represent the constant values of 3.14159 . . . and 2.71828 . . ., respectively. The symbols \( \mu \) and \( \sigma \) represent fixed values for the mean and standard deviation, respectively. Once specific values are selected for \( \mu \) and \( \sigma \), we can graph Formula 6-1 as we would graph any equation relating \( x \) and \( y \); the result is a continuous probability distribution with the same bell shape shown in Figure 6-1. From Formula 6-1 we see that a normal distribution is determined by the fixed values of the mean \( \mu \) and standard deviation \( \sigma \). And that’s all we need to know about Formula 6-1!
The Standard Normal Distribution

Key Concept In this section we present the **standard normal distribution**, which has these three properties:

1. Its graph is bell-shaped (as in Figure 6-1).
2. Its mean is equal to 0 (that is, \( \mu = 0 \)).
3. Its standard deviation is equal to 1 (that is, \( \sigma = 1 \)).

In this section we develop the skill to find areas (or probabilities or relative frequencies) corresponding to various regions under the graph of the standard normal distribution. In addition, we find \( z \)-scores that correspond to areas under the graph.

Uniform Distributions

The focus of this chapter is the concept of a normal probability distribution, but we begin with a **uniform distribution**. The uniform distribution allows us to see two very important properties:

1. The area under the graph of a probability distribution is equal to 1.
2. There is a correspondence between area and probability (or relative frequency), so some probabilities can be found by identifying the corresponding areas.

Chapter 5 considered only discrete probability distributions, but we now consider continuous probability distributions, beginning with the **uniform distribution**.

**Definition**

A continuous random variable has a **uniform distribution** if its values are spread evenly over the range of possibilities. The graph of a uniform distribution results in a rectangular shape.

**Example 1** Home Power Supply The Newport Power and Light Company provides electricity with voltage levels that are uniformly distributed between 123.0 volts and 125.0 volts. That is, any voltage amount between 123.0 volts and 125.0 volts is possible, and all of the possible values are equally likely. If we randomly select one of the voltage levels and represent its value by the random variable \( x \), then \( x \) has a distribution that can be graphed as in Figure 6-2.

![Figure 6-2 Uniform Distribution of Voltage Levels](image-url)
The graph of a continuous probability distribution, such as in Figure 6-2, is called a **density curve**. A density curve must satisfy the following two requirements.

**Requirements for a Density Curve**

1. The total area under the curve must equal 1.
2. Every point on the curve must have a vertical height that is 0 or greater. (That is, the curve cannot fall below the \(x\)-axis.)

By setting the height of the rectangle in Figure 6-2 to be 0.5, we force the enclosed area to be \(2 \times 0.5 = 1\), as required. (In general, the area of the rectangle becomes 1 when we make its height equal to the value of \(1/\text{range}\).) The requirement that the area must equal 1 makes solving probability problems simple, so the following statement is important:

**Because the total area under the density curve is equal to 1, there is a correspondence between area and probability.**

---

**Example 2**  
**Voltage Level**  
Given the uniform distribution illustrated in Figure 6-2, find the probability that a randomly selected voltage level is greater than 124.5 volts.

**Solution**  
The shaded area in Figure 6-3 represents voltage levels that are greater than 124.5 volts. Because the total area under the density curve is equal to 1, there is a correspondence between area and probability. We can find the desired probability by using areas as follows:

\[
P(\text{voltage greater than 124.5 volts}) = \text{area of shaded region in Figure 6-3} \\
= 0.5 \times 0.5 \\
= 0.25
\]

**Interpretation**  
The probability of randomly selecting a voltage level greater than 124.5 volts is 0.25.
**Standard Normal Distribution**

The density curve of a uniform distribution is a horizontal line, so we can find the area of any rectangular region by applying this formula: Area = width \( \times \) height. Because the density curve of a normal distribution has a complicated bell shape as shown in Figure 6-1, it is more difficult to find areas. However, the basic principle is the same: There is a correspondence between area and probability. In Figure 6-4 we show that for a standard normal distribution, the area under the density curve is equal to 1.

---

**Definition**

The standard normal distribution is a normal probability distribution with \( \mu = 0 \) and \( \sigma = 1 \). The total area under its density curve is equal to 1. (See Figure 6-4.)

---

It is not easy to find areas in Figure 6-4, so mathematicians have calculated many different areas under the curve, and those areas are included in Table A-2 in Appendix A.

---

**Finding Probabilities When Given z Scores**

Using Table A-2 (in Appendix A and the Formulas and Tables insert card), we can find areas (or probabilities) for many different regions. Such areas can also be found using a TI-83/84 Plus calculator, or computer software such as STATDISK, Minitab, or Excel. The key features of the different methods are summarized in Table 6-1 on the next page. Because calculators or computer software generally give more accurate results than Table A-2, we strongly recommend using technology. (When there are discrepancies, answers in Appendix D will generally include results based on Table A-2 as well as answers based on technology.)

If using Table A-2, it is essential to understand these points:

1. Table A-2 is designed only for the standard normal distribution, which has a mean of 0 and a standard deviation of 1.

2. Table A-2 is on two pages, with one page for negative \( z \) scores and the other page for positive \( z \) scores.
3. Each value in the body of the table is a cumulative area from the left up to a vertical boundary above a specific \( z \) score.

4. When working with a graph, avoid confusion between \( z \) scores and areas.

\( z \) score: Distance along the horizontal scale of the standard normal distribution; refer to the leftmost column and top row of Table A-2.

Area: Region under the curve; refer to the values in the body of Table A-2.

5. The part of the \( z \) score denoting hundredths is found across the top row of Table A-2.

**CAUTION**

When working with a normal distribution, avoid confusion between \( z \) scores and areas.

---

**Table 6-1 Methods for Finding Normal Distribution Areas**

<table>
<thead>
<tr>
<th>Table A-2, STATDISK, Minitab, Excel</th>
<th>The procedure for using Table A-2 is described in the text.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gives the cumulative area from the left up to a vertical line above a specific value of ( z ).</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STATDISK</th>
<th>Select Analysis, Probability Distributions, Normal Distribution. Enter the ( z ) value, then click on Evaluate.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MINITAB</td>
<td>Select Calc, Probability Distributions, Normal. In the dialog box, select Cumulative Probability, Input Constant.</td>
</tr>
<tr>
<td>EXCEL</td>
<td>Select fx, Statistical, NORMDIST. In the dialog box, enter the value and mean, the standard deviation, and “true.”</td>
</tr>
</tbody>
</table>

**TI-83/84 Plus Calculator**

Gives area bounded on the left and bounded on the right by vertical lines above any specific values.

<table>
<thead>
<tr>
<th>TI-83/84</th>
<th>Press <code>2ND</code> <code>VARS</code> [2: normal cdf ( ], then enter the two ( z ) scores separated by a comma, as in (left ( z ) score, right ( z ) score).</th>
</tr>
</thead>
</table>

The following example requires that we find the probability associated with a \( z \) score less than 1.27. Begin with the \( z \) score of 1.27 by locating 1.2 in the left column; next find the value in the adjoining row of probabilities that is directly below 0.07, as shown in the following excerpt from Table A-2.
The Standard Normal Distribution

Table A-2 (continued) Cumulative Area from the LEFT

<table>
<thead>
<tr>
<th>z</th>
<th>.00</th>
<th>.01</th>
<th>.02</th>
<th>.03</th>
<th>.04</th>
<th>.05</th>
<th>.06</th>
<th>.07</th>
<th>.08</th>
<th>.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.5000</td>
<td>.5040</td>
<td>.5080</td>
<td>.5120</td>
<td>.5160</td>
<td>.5199</td>
<td>.5239</td>
<td>.5279</td>
<td>.5319</td>
<td>.5359</td>
</tr>
<tr>
<td>0.1</td>
<td>.5398</td>
<td>.5438</td>
<td>.5478</td>
<td>.5517</td>
<td>.5557</td>
<td>.5596</td>
<td>.5636</td>
<td>.5675</td>
<td>.5714</td>
<td>.5753</td>
</tr>
<tr>
<td>0.2</td>
<td>.5793</td>
<td>.5832</td>
<td>.5871</td>
<td>.5910</td>
<td>.5948</td>
<td>.5987</td>
<td>.6026</td>
<td>.6064</td>
<td>.6103</td>
<td>.6141</td>
</tr>
<tr>
<td>1.0</td>
<td>.8413</td>
<td>.8438</td>
<td>.8461</td>
<td>.8485</td>
<td>.8508</td>
<td>.8531</td>
<td>.8554</td>
<td>.8577</td>
<td>.8599</td>
<td>.8621</td>
</tr>
<tr>
<td>1.1</td>
<td>.8643</td>
<td>.8665</td>
<td>.8686</td>
<td>.8708</td>
<td>.8729</td>
<td>.8749</td>
<td>.8770</td>
<td>.8790</td>
<td>.8810</td>
<td>.8830</td>
</tr>
<tr>
<td>1.2</td>
<td>.8849</td>
<td>.8869</td>
<td>.8888</td>
<td>.8907</td>
<td>.8925</td>
<td>.8944</td>
<td>.8962</td>
<td>.8980</td>
<td>.8997</td>
<td>.9015</td>
</tr>
<tr>
<td>1.3</td>
<td>.9032</td>
<td>.9049</td>
<td>.9066</td>
<td>.9082</td>
<td>.9099</td>
<td>.9115</td>
<td>.9131</td>
<td>.9147</td>
<td>.9162</td>
<td>.9177</td>
</tr>
<tr>
<td>1.4</td>
<td>.9192</td>
<td>.9207</td>
<td>.9222</td>
<td>.9236</td>
<td>.9251</td>
<td>.9265</td>
<td>.9279</td>
<td>.9292</td>
<td>.9306</td>
<td>.9319</td>
</tr>
</tbody>
</table>

The area (or probability) value of 0.8980 indicates that there is a probability of 0.8980 of randomly selecting a z score less than 1.27. (The following sections will consider cases in which the mean is not 0 or the standard deviation is not 1.)

**Example 3**

**Scientific Thermometers** The Precision Scientific Instrument Company manufactures thermometers that are supposed to give readings of 0°C at the freezing point of water. Tests on a large sample of these instruments reveal that at the freezing point of water, some thermometers give readings below 0°C (denoted by negative numbers) and some give readings above 0°C (denoted by positive numbers). Assume that the mean reading is 0°C and the standard deviation of the readings is 1.00°C. Also assume that the readings are normally distributed. If one thermometer is randomly selected, find the probability that, at the freezing point of water, the reading is less than 1.27°C.

**Solution**

The probability distribution of readings is a standard normal distribution, because the readings are normally distributed with \( \mu = 0 \) and \( \sigma = 1 \). We need to find the area in Figure 6-5 below \( z = 1.27 \). The area below \( z = 1.27 \) is equal to the probability of randomly selecting a thermometer with a reading less than 1.27°C. From Table A-2 we find that this area is 0.8980.

**Interpretation**

The probability of randomly selecting a thermometer with a reading less than 1.27°C (at the freezing point of water) is equal to the area of 0.8980 shown as the shaded region in Figure 6-5. Another way to interpret this result is to conclude that 89.80% of the thermometers will have readings below 1.27°C.
We again find the desired probability by finding a corresponding area. We are looking for the area of the region that is shaded in Figure 6-6, but Table A-2 is designed to apply only to cumulative areas from the left. Referring to Table A-2 for the page with negative z scores, we find that the cumulative area from the left up to \( z = -1.23 \) is 0.1093 as shown. Because the total area under the curve is 1, we can find the shaded area by subtracting 0.1093 from 1. The result is 0.8907. Even though Table A-2 is designed only for cumulative areas from the left, we can use it to find cumulative areas from the right, as shown in Figure 6-6.

![Figure 6-6 Finding the Area Above \( z = -1.23 \)](image)

Because of the correspondence between probability and area, we conclude that the probability of randomly selecting a thermometer with a reading above \(-1.23^\circ\) at the freezing point of water is 0.8907 (which is the area to the right of \( z = -1.23 \)). In other words, 89.07% of the thermometers have readings above \(-1.23^\circ\).

Example 4 illustrates a way that Table A-2 can be used indirectly to find a cumulative area from the right. The following example illustrates another way that we can find an area indirectly by using Table A-2.

**Example 5**

**Scientific Thermometers** Make a random selection from the same sample of thermometers from Example 3. Find the probability that the chosen thermometer reads (at the freezing point of water) between \(-2.00^\circ\) and \(1.50^\circ\).

**Solution**

We are again dealing with normally distributed values having a mean of 0° and a standard deviation of 1°. The probability of selecting a thermometer that reads between \(-2.00^\circ\) and \(1.50^\circ\) corresponds to the shaded area in Figure 6-7. Table A-2 cannot be used to find that area directly, but we can use the table to find that \( z = -2.00 \) corresponds to the area of 0.0228, and \( z = 1.50 \) corresponds to the area of 0.9332, as shown in the figure. From Figure 6-7 we see that the shaded area is the difference between 0.9332 and 0.0228. The shaded area is therefore

\[
0.9332 - 0.0228 = 0.9104.
\]
Using the correspondence between probability and area, we conclude that there is a probability of 0.9104 of randomly selecting one of the thermometers with a reading between -2.00° and 1.50° at the freezing point of water. Another way to interpret this result is to state that if many thermometers are selected and tested at the freezing point of water, then 0.9104 (or 91.04%) of them will read between -2.00° and 1.50°.

Example 5 can be generalized as the following rule: The area corresponding to the region between two specific z scores can be found by finding the difference between the two areas found in Table A-2. Figure 6-8 illustrates this general rule. Note that the shaded region B can be found by calculating the difference between two areas found from Table A-2: area A and B combined (found in Table A-2 as the area corresponding to \( z \)_{Right}) and area A (found in Table A-2 as the area corresponding to \( z \)_{Left}). Study hint: Don’t try to memorize a rule or formula for this case. Focus on understanding how Table A-2 works. If necessary, first draw a graph, shade the desired area, then think of a way to find that area given the condition that Table A-2 provides only cumulative areas from the left.

Probabilities such as those in the preceding examples can also be expressed with the following notation.

**Notation**

- \( P(a < z < b) \) denotes the probability that the \( z \) score is between \( a \) and \( b \).
- \( P(z > a) \) denotes the probability that the \( z \) score is greater than \( a \).
- \( P(z < a) \) denotes the probability that the \( z \) score is less than \( a \).

Using this notation, we can express the result of Example 5 as: \( P(-2.00 < z < 1.50) = 0.9104 \), which states in symbols that the probability of a \( z \) score falling between
normal distribution, the probability of getting any single exact value is 0. That is, 
\( P(z = a) = 0 \). For example, there is a 0 probability of randomly selecting someone 
and getting a person whose height is exactly 68.12345678 in. In the normal distri-
bution, any single point on the horizontal scale is represented not by a region under 
the curve, but by a vertical line above the point. For \( P(z = 1.50) \) we have a vertical 
line above \( z = 1.50 \), but that vertical line by itself contains no area, so 
\( P(z = 1.50) = 0 \). With any continuous random variable, the probability of any 
one exact value is 0, and it follows that \( P(a \leq z \leq b) = P(a < z < b) \). It also 
follows that the probability of getting a \( z \) score of at most \( b \) is equal to the probability 
of getting a \( z \) score less than \( b \). It is important to correctly interpret key phrases such as 
at most, at least, more than, no more than, and so on.

**Finding \( z \) Scores from Known Areas**

So far in this section, all of the examples involving the standard normal distribution 
have followed the same format: Given \( z \) scores, find areas under the curve. These 
areas correspond to probabilities. In many cases, we have the reverse: Given the area 
(or probability), find the corresponding \( z \) score. In such cases, we must avoid confu-
sion between \( z \) scores and areas. Remember, \( z \) scores are distances along the horizontal 
scale, whereas areas (or probabilities) are regions under the curve. (Table A-2 lists 
\( z \)-scores in the left column and across the top row, but areas are found in the body 
of the table.) Also, \( z \) scores positioned in the left half of the curve are always negative. If 
we already know a probability and want to determine the corresponding \( z \) score, we 
find it as follows.

**Procedure for Finding a \( z \) Score from a Known Area**

1. Draw a bell-shaped curve and identify the region under the curve that corre-
sponds to the given probability. If that region is not a cumulative region from the 
left, work instead with a known region that is a cumulative region from the left.

2. Using the cumulative area from the left, locate the closest probability in the 
body of Table A-2 and identify the corresponding \( z \) score.

When referring to Table A-2, remember that the body of the table gives cumulative 
areas from the left.

**Example 6**

**Scientific Thermometers** Use the same thermometers 
from Example 3, with temperature readings at the freezing point of water that are 
normally distributed with a mean of 0°C and a standard deviation of 1.00°C. Find 
the temperature corresponding to \( P_{95} \), the 95th percentile. That is, find the tem-
perature separating the bottom 95% from the top 5%. See Figure 6-9.
Figure 6-9 shows the $z$ score that is the 95th percentile, with 95% of the area (or 0.95) below it. Referring to Table A-2, we search for the area of 0.95 in the body of the table and then find the corresponding $z$ score. In Table A-2 we find the areas of 0.9495 and 0.9505, but there's an asterisk with a special note indicating that 0.9500 corresponds to a $z$ score of 1.645. We can now conclude that the $z$ score in Figure 6-9 is 1.645, so the 95th percentile is the temperature reading of 1.645°C.

**Interpretation**

When tested at freezing, 95% of the readings will be less than or equal to 1.645°C, and 5% of them will be greater than or equal to 1.645°C.

Note that in the preceding solution, Table A-2 led to a $z$ score of 1.645, which is midway between 1.64 and 1.65. When using Table A-2, we can usually avoid interpolation by simply selecting the closest value. Special cases are listed in the accompanying table because they are often used in a wide variety of applications. (For one of those special cases, the value of $z = 2.575$ gives an area slightly closer to the area of 0.9950, but $z = 2.575$ has the advantage of being the value midway between $z = 2.57$ and $z = 2.58$.) Except in these special cases, we can select the closest value in the table. (If a desired value is midway between two table values, select the larger value.) For $z$ scores above 3.49, we can use 0.9999 as an approximation of the cumulative area from the left; for $z$ scores below −3.49, we can use 0.0001 as an approximation of the cumulative area from the left.

**Example 7**

**Scientific Thermometers** Using the same thermometers from Example 3, find the temperatures separating the bottom 2.5% and the top 2.5%.

**Solution**

The required $z$ scores are shown in Figure 6-10. To find the $z$ score located to the left, we search the body of Table A-2 for an area of 0.025. The result is $z = −1.96$. To find the $z$ score located to the right, we search the body of Table A-2 for an area of 0.975. (Remember that Table A-2 always gives cumulative areas from the left.) The result is $z = 1.96$. The values of $z = −1.96$ and $z = 1.96$ separate the bottom 2.5% and the top 2.5%, as shown in Figure 6-10.

**Interpretation**

When tested at freezing, 2.5% of the thermometer readings will be equal to or less than $−1.96^\circ$, and 2.5% of the readings will be equal to or greater than $1.96^\circ$. Another interpretation is that at the freezing point of water, 95% of all thermometer readings will fall between $−1.96^\circ$ and $1.96^\circ$.

**Table A-2** Special Cases

<table>
<thead>
<tr>
<th>$z$ Score</th>
<th>Cumulative Area from the Left</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.645</td>
<td>0.9500</td>
</tr>
<tr>
<td>−1.645</td>
<td>0.0500</td>
</tr>
<tr>
<td>2.575</td>
<td>0.9950</td>
</tr>
<tr>
<td>−2.575</td>
<td>0.0050</td>
</tr>
<tr>
<td>Above 3.49</td>
<td>0.9999</td>
</tr>
<tr>
<td>Below −3.49</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

**Figure 6-10**

Finding $z$ Scores

To find this $z$ score, locate the cumulative area to the left in Table A-2. Locate 0.975 in the body of Table A-2.
Critical Values For a normal distribution, a critical value is a $z$ score on the borderline separating the $z$ scores that are likely to occur from those that are unlikely. Common critical values are $z = -1.96$ and $z = 1.96$, and they are obtained as shown in Example 7. In Example 7, the values below $z = -1.96$ are not likely to occur, because they occur in only 2.5% of the readings, and the values above $z = 1.96$ are not likely to occur because they also occur in only 2.5% of the readings. The reference to critical values is not so important in this chapter, but will become extremely important in the following chapters. The following notation is used for critical $z$ values found by using the standard normal distribution.

<table>
<thead>
<tr>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The expression $z_{\alpha}$ denotes the $z$ score with an area of $\alpha$ to its right. ($\alpha$ is the Greek letter alpha.)</td>
</tr>
</tbody>
</table>

**Example 8** Finding $z_{\alpha}$ In the expression $z_{\alpha}$, let $\alpha = 0.025$ and find the value of $z_{0.025}$.

**Solution** The notation of $z_{0.025}$ is used to represent the $z$ score with an area of 0.025 to its right. Refer to Figure 6-10 and note that the value of $z = 1.96$ has an area of 0.025 to its right, so $z_{0.025} = 1.96$.

Caution: When using Table A-2 for finding a value of $z_{\alpha}$ for a particular value of $\alpha$, note that $\alpha$ is the area to the right of $z_{\alpha}$, but Table A-2 lists cumulative areas to the left of a given $z$ score. To find the value of $z_{\alpha}$ by using Table A-2, resolve that conflict by using the value of $1 - \alpha$. In Example 8, the value of $z_{0.025}$ can be found by locating the area of 0.9750 in the body of the table.

The examples in this section were created so that the mean of 0 and the standard deviation of 1 coincided exactly with the properties of the standard normal distribution. In reality, it is unusual to find such convenient parameters, because typical normal distributions involve means different from 0 and standard deviations different from 1. In the next section we introduce methods for working with such normal distributions, which are much more realistic and practical.

**Using Technology**

When working with the standard normal distribution, technology can be used to find $z$ scores or areas, so the technology can be used instead of Table A-2. The following instructions describe how to find such $z$ scores or areas.

**Statdisk**

Select Analysis, Probability Distributions, Normal Distribution. Either enter the $z$ score to find corresponding areas, or enter the cumulative area from the left to find the $z$ score. After entering a value, click on the Evaluate button. See the accompanying Statdisk display for an entry of $z = 2.00$. 
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MINITAB
- To find the cumulative area to the left of a \( z \) score (as in Table A-2), select Calc, Probability Distributions, Normal, Cumulative probabilities. Then enter the mean of 0 and standard deviation of 1. Click on the Input Constant button and enter the \( z \) score.
- To find a \( z \) score corresponding to a known probability, select Calc, Probability Distributions, Normal. Then select Inverse cumulative probabilities and the option Input constant. For the input constant, enter the total area to the left of the given value.

EXCEL
- To find the cumulative area to the left of a \( z \) score (as in Table A-2), click on fx, then select Statistical, NORMSDIST, and enter the \( z \) score. (In Excel 2010, select NORM.S.DIST.)
- To find a \( z \) score corresponding to a known probability, select fx, Statistical, NORMSINV, and enter the total area to the left of the given value. (In Excel 2010, select NORM.S.INV.)

TI-83/84 PLUS
To find the area between two \( z \) scores, press 2nd and select normalcdf. Proceed to enter the two \( z \) scores separated by a comma, as in (left \( z \) score, right \( z \) score). Example 5 could be solved with the command of \texttt{normalcdf(-2.00, 1.50)}, which yields a probability of 0.9104 (rounded) as shown in the accompanying screen.

To find a \( z \) score corresponding to a known probability, press 2nd and select invNorm. Proceed to enter the total area to the left of the \( z \) score. For example, the command of \texttt{invNorm(0.975)} yields a \( z \) score of 1.959963986, which is rounded to 1.96, as in Example 6.

6-2 Basic Skills and Concepts

Statistical Literacy and Critical Thinking
1. Normal Distribution When we refer to a “normal” distribution, does the word “normal” have the same meaning as in ordinary language, or does it have a special meaning in statistics? What exactly is a normal distribution?
2. Normal Distribution A normal distribution is informally described as a probability distribution that is “bell-shaped” when graphed. Describe the “bell shape.”
3. Standard Normal Distribution What requirements are necessary for a normal probability distribution to be a standard normal probability distribution?
4. Notation What does the notation \( z_{\alpha} \) indicate?

Continuous Uniform Distribution. In Exercises 5–8, refer to the continuous uniform distribution depicted in Figure 6-2. Assume that a voltage level between 123.0 volts and 125.0 volts is randomly selected, and find the probability that the given voltage level is selected.
5. Greater than 124.0 volts
6. Less than 123.5 volts
7. Between 123.2 volts and 124.7 volts
8. Between 124.1 volts and 124.5 volts
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Standard Normal Distribution. In Exercises 9–12, find the area of the shaded region. The graph depicts the standard normal distribution with mean 0 and standard deviation 1.

9. 

10. 

11. 

12. 

Standard Normal Distribution. In Exercises 13–16, find the indicated z score. The graph depicts the standard normal distribution with mean 0 and standard deviation 1.

13. 

14. 

15. 

16. 

Standard Normal Distribution. In Exercises 17–36, assume that thermometer readings are normally distributed with a mean of 0°C and a standard deviation of 1.00°C. A thermometer is randomly selected and tested. In each case, draw a sketch, and find the probability of each reading. (The given values are in Celsius degrees.) If using technology instead of Table A-2, round answers to four decimal places.

17. Less than −1.50 
18. Less than −2.75 
19. Less than 1.23 
20. Less than 2.34 
21. Greater than 2.22 
22. Greater than 2.33 
23. Greater than −1.75 
24. Greater than −1.96 
25. Between 0.50 and 1.00 
26. Between 1.00 and 3.00 
27. Between −3.00 and −1.00 
28. Between −1.00 and −0.50 
29. Between −1.20 and 1.95 
30. Between −2.87 and 1.34 
31. Between −2.50 and 5.00 
32. Between −4.50 and 1.00 
33. Less than 3.55 
34. Greater than 3.68 
35. Greater than 0 
36. Less than 0

Basis for the Range Rule of Thumb and the Empirical Rule. In Exercises 37–40, find the indicated area under the curve of the standard normal distribution, then
convert it to a percentage and fill in the blank. The results form the basis for the range rule of thumb and the empirical rule introduced in Section 3-3.

37. About ____% of the area is between \( z = -1 \) and \( z = 1 \) (or within 1 standard deviation of the mean).

38. About ____% of the area is between \( z = -2 \) and \( z = 2 \) (or within 2 standard deviations of the mean).

39. About ____% of the area is between \( z = -3 \) and \( z = 3 \) (or within 3 standard deviations of the mean).

40. About ____% of the area is between \( z = -3.5 \) and \( z = 3.5 \) (or within 3.5 standard deviations of the mean).

Finding Critical Values. In Exercises 41–44, find the indicated value.

41. \( z_{0.05} \)
42. \( z_{0.01} \)
43. \( z_{0.10} \)
44. \( z_{0.02} \)

Finding Probability. In Exercises 45–48, assume that the readings on the thermometers are normally distributed with a mean of 0°C and a standard deviation of 1.00°C. Find the indicated probability, where \( z \) is the reading in degrees.

45. \( P(-1.96 < z < 1.96) \)
46. \( P(z < 1.645) \)
47. \( P(z < -2.575 \text{ or } z > 2.575) \)
48. \( P(z < -1.96 \text{ or } z > 1.96) \)

Finding Temperature Values. In Exercises 49–52, assume that thermometer readings are normally distributed with a mean of 0°C and a standard deviation of 1.00°C. A thermometer is randomly selected and tested. In each case, draw a sketch, and find the temperature reading corresponding to the given information.

49. Find \( P_{0.95} \), the 95th percentile. This is the temperature reading separating the bottom 95% from the top 5%.
50. Find \( P_1 \), the 1st percentile. This is the temperature reading separating the bottom 1% from the top 99%.
51. If 2.5% of the thermometers are rejected because they have readings that are too high and another 2.5% are rejected because they have readings that are too low, find the two readings that are cutoff values separating the rejected thermometers from the others.
52. If 0.5% of the thermometers are rejected because they have readings that are too low and another 0.5% are rejected because they have readings that are too high, find the two readings that are cutoff values separating the rejected thermometers from the others.

Beyond the Basics

53. For a standard normal distribution, find the percentage of data that are
   a. within 2 standard deviations of the mean.
   b. more than 1 standard deviation away from the mean.
   c. more than 1.96 standard deviations away from the mean.
   d. between \( \mu - 3\sigma \) and \( \mu + 3\sigma \).
   e. more than 3 standard deviations away from the mean.

54. If a continuous uniform distribution has parameters of \( \mu = 0 \) and \( \sigma = 1 \), then the minimum is \( -\sqrt{3} \) and the maximum is \( \sqrt{3} \).
   a. For this distribution, find \( P(-1 < x < 1) \).
   b. Find \( P(-1 < x < 1) \) if you incorrectly assume that the distribution is normal instead of uniform.
   c. Compare the results from parts (a) and (b). Does the distribution affect the results very much?
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55. Assume that \( z \) scores are normally distributed with a mean of 0 and a standard deviation of 1.
   \( a. \) If \( P(z < a) = 0.9599 \), find \( a. \)
   \( b. \) If \( P(z > b) = 0.9772 \), find \( b. \)
   \( c. \) If \( P(z > c) = 0.0668 \), find \( c. \)
   \( d. \) If \( P(-d < z < d) = 0.5878 \), find \( d. \)
   \( e. \) If \( P(-e < z < e) = 0.0956 \), find \( e. \)

56. In a continuous uniform distribution,
   \[ \mu = \frac{\text{minimum} + \text{maximum}}{2} \quad \text{and} \quad \sigma = \frac{\text{range}}{\sqrt{12}} \]
   Find the mean and standard deviation for the uniform distribution represented in Figure 6-2.

### 6-3 Applications of Normal Distributions

**Key Concept** In this section we introduce real and important applications involving nonstandard normal distributions by extending the procedures presented in Section 6-2. We use a simple conversion (Formula 6-2) that allows us to standardize any normal distribution so that the methods of the preceding section can be used with normal distributions having a mean that is not 0 or a standard deviation that is not 1. Specifically, given some nonstandard normal distribution, we should be able to find probabilities corresponding to values of the variable \( x \), and given some probability value, we should be able to find the corresponding value of the variable \( x \).

To work with a nonstandard normal distribution, we simply standardize values to use the procedures from Section 6-2.

**If we convert values to standard \( z \)-scores using Formula 6-2, then procedures for working with all normal distributions are the same as those for the standard normal distribution.**

**Formula 6-2**

\[
z = \frac{x - \mu}{\sigma} \quad \text{(round \( z \) scores to 2 decimal places)}
\]

Some calculators and computer software programs do not require the above conversion to \( z \) scores because probabilities can be found directly. However, if you use Table A-2 to find probabilities, you must first convert values to standard \( z \) scores. Regardless of the method you use, you need to clearly understand the above principle, because it is an important foundation for concepts introduced in the following chapters.

Figure 6-11 illustrates the conversion from a nonstandard to a standard normal distribution. The area in any normal distribution bounded by some score \( x \) (as in Figure 6-11(a)) is the same as the area bounded by the equivalent \( z \) score in the standard normal distribution (as in Figure 6-11(b)). This means that when working with a nonstandard normal distribution, you can use Table A-2 the same way it was used in Section 6-2, as long as you first convert the values to \( z \) scores.
When finding areas with a nonstandard normal distribution, use this procedure:

1. Sketch a normal curve, label the mean and the specific \( x \) values, then shade the region representing the desired probability.

2. For each relevant value \( x \) that is a boundary for the shaded region, use Formula 6-2 to convert that value to the equivalent \( z \) score.

3. Refer to Table A-2 or use a calculator or computer software to find the area of the shaded region. This area is the desired probability.

The following example applies these three steps to illustrate the relationship between a typical nonstandard normal distribution and the standard normal distribution.

**Example 1**

**Why Do Doorways Have a Height of 6 ft 8 in.?** The typical home doorway has a height of 6 ft 8 in., or 80 in. Because men tend to be taller than women, we will consider only men as we investigate the limitations of that standard doorway height. Given that heights of men are normally distributed with a mean of 69.0 in. and a standard deviation of 2.8 in., find the percentage of men who can fit through the standard doorway without bending or bumping their head. Is that percentage high enough to continue using 80 in. as the standard height? Will a doorway height of 80 in. be sufficient in future years?

**Solution**

**Step 1:** See Figure 6-12, which incorporates this information: Men have heights that are normally distributed with a mean of 69.0 in. and a standard deviation of 2.8 in. The shaded region represents the men who can fit through a doorway that has a height of 80 in.

**Step 2:** To use Table A-2, we first must use Formula 6-2 to convert from the nonstandard normal distribution to the standard normal distribution. The height of 80 in. is converted to a \( z \) score as follows:

\[
z = \frac{x - \mu}{\sigma} = \frac{80 - 69.0}{2.8} = 3.93
\]
Step 3: Referring to Table A-2 and using \( z = 3.93 \), we find that this \( z \) score is in the category of “3.50 and up,” so the cumulative area to the left of 80 in. is 0.9999 as shown in Figure 6-12.

If we use technology instead of Table A-2, we get the more accurate cumulative area of 0.999957 (instead of 0.9999).

**INTERPRETATION**

The proportion of men who can fit through the standard doorway height of 80 in. is 0.9999, or 99.99%. Very few men will not be able to fit through the doorway without bending or bumping their head. This percentage is high enough to justify the use of 80 in. as the standard doorway height. However, heights of men and women have been increasing gradually but steadily over the past decades, so the time may come when the standard doorway height of 80 in. may no longer be adequate.

**EXAMPLE 2**  
**Birth Weights** Birth weights in the United States are normally distributed with a mean of 3420 g and a standard deviation of 495 g. The Newport General Hospital requires special treatment for babies that are less than 2450 g (unusually light) or more than 4390 g (unusually heavy). What is the percentage of babies who do not require special treatment because they have birth weights between 2450 g and 4390 g? Under these conditions, do many babies require special treatment?

**SOLUTION**  
Figure 6-13 shows the shaded region representing birth weights between 2450 g and 4390 g. We cant find that shaded area directly from Table A-2, but we can find it indirectly by using the same basic procedures presented in Section 6-2, as follows: (1) Find the cumulative area from the left up to 2450; (2) find the cumulative area from the left up to 4390; (3) find the difference between those two areas.

*Find the cumulative area up to 2450:*

\[
z = \frac{x - \mu}{\sigma} = \frac{2450 - 3420}{495} = -1.96
\]

Using Table A-2, we find that \( z = -1.96 \) corresponds to an area of 0.0250, as shown in Figure 6-13.

Multiple Lottery Winners

Evelyn Marie Adams won the New Jersey Lottery twice in four months. This happy event was reported in the media as an incredible coincidence with a likelihood of only 1 chance in 17 trillion. But Harvard mathematicians Persi Diaconis and Frederick Mosteller note that there is 1 chance in 17 trillion that a particular person with one ticket in each of two New Jersey lotteries will win both times. However, there is about 1 chance in 30 that someone in the United States will win a lottery twice in a four-month period. Diaconis and Mosteller analyzed coincidences and conclude that “with a large enough sample, any outrageous thing is apt to happen.” More recently, according to the Detroit News, Joe and Dolly Hornick won the Pennsylvania lottery four times in 12 years for prizes of $2.5 million, $68,000, $206,217, and $71,037.
Find the cumulative area up to 4390:

\[ z = \frac{x - \mu}{\sigma} = \frac{4390 - 3420}{495} = 1.96 \]

Using Table A-2, we find that \( z = 1.96 \) corresponds to an area of 0.9750, as shown in Figure 6-13.

Find the shaded area between 2450 and 4390:

Shaded area = 0.9750 - 0.0250 = 0.9500

Expressing the result as a percentage, we conclude that 95.00% of the babies do not require special treatment because they have birth weights between 2450 g and 4390 g. It follows that 5.00% of the babies do require special treatment because they are unusually light or heavy. The 5.00% rate is probably not too high for typical hospitals.

Finding Values from Known Areas

Here are helpful hints for those cases in which the area (or probability or percentage) is known and we must find the relevant value(s):

1. **Don’t confuse \( z \) scores and areas.** Remember, \( z \) scores are distances along the horizontal scale, but areas are regions under the normal curve. Table A-2 lists \( z \) scores in the left columns and across the top row, but areas are found in the body of the table.

2. **Choose the correct (right/left) side of the graph.** A value separating the top 10% from the others will be located on the right side of the graph, but a value separating the bottom 10% will be located on the left side of the graph.

3. **A \( z \) score must be negative whenever it is located in the left half of the normal distribution.**

4. **Areas (or probabilities) are positive or zero values, but they are never negative.** Graphs are extremely helpful in visualizing, understanding, and successfully working with normal probability distributions, so they should be used whenever possible.

**Procedure for Finding Values Using Table A-2 and Formula 6-2**

1. Sketch a normal distribution curve, enter the given probability or percentage in the appropriate region of the graph, and identify the \( x \) value(s) being sought.

2. Use Table A-2 to find the \( z \) score corresponding to the cumulative left area bounded by \( x \). Refer to the body of Table A-2 to find the closest area, then identify the corresponding \( z \) score.

3. Using Formula 6-2, enter the values for \( \mu \), \( \sigma \), and the \( z \) score found in Step 2, then solve for \( x \). Based on Formula 6-2, we can solve for \( x \) as follows:

\[
 x = \mu + (z \cdot \sigma) \quad \text{(another form of Formula 6-2)}
\]

(If \( z \) is located to the left of the mean, be sure that it is a negative number.)

4. Refer to the sketch of the curve to verify that the solution makes sense in the context of the graph and in the context of the problem.
The following example uses the procedure just outlined.

**SC EXAMPLE 3**  **Designing Doorway Heights** When designing an environment, one common criterion is to use a design that accommodates 95% of the population. How high should doorways be if 95% of men will fit through without bending or bumping their head? That is, find the 95th percentile of heights of men. Heights of men are normally distributed with a mean of 69.0 in. and a standard deviation of 2.8 in.

**SOLUTION**

**Step 1:** Figure 6-14 shows the normal distribution with the height $x$ that we want to identify. The shaded area represents the 95% of men who can fit through the doorway that we are designing.

**Figure 6-14  Finding Height**

**Step 2:** In Table A-2 we search for an area of 0.9500 in the body of the table. (The area of 0.9500 shown in Figure 6-14 is a cumulative area from the left, and that is exactly the type of area listed in Table A-2.) The area of 0.9500 is between the Table A-2 areas of 0.9495 and 0.9505, but there is an asterisk and footnote indicating that an area of 0.9500 corresponds to $z = 1.645$.

**Step 3:** With $z = 1.645$, $\mu = 69.0$, and $\sigma = 2.8$, we can solve for $x$ by using Formula 6-2:

$$z = \frac{x - \mu}{\sigma}$$

becomes

$$1.645 = \frac{x - 69.0}{2.8}$$

The result of $x = 73.606$ in. can be found directly or by using the following version of Formula 6-2:

$$x = \mu + (z \cdot \sigma) = 69.0 + (1.645 \cdot 2.8) = 73.606$$

**Step 4:** The solution of $x = 73.6$ in. (rounded) in Figure 6-14 is reasonable because it is greater than the mean of 69.0 in.

**INTERPRETATION**  A doorway height of 73.6 in. (or 6 ft 1.6 in.) would allow 95% of men to fit without bending or bumping their head. It follows that 5% of men would not fit through a doorway with a height of 73.6 in. Because so many men walk through doorways so often, this 5% rate is probably not practical.
**Example 4** Birth Weights The Newport General Hospital wants to redefine the minimum and maximum birth weights that require special treatment because they are unusually low or unusually high. After considering relevant factors, a committee recommends special treatment for birth weights in the lowest 3% and the highest 1%. The committee members soon realize that specific birth weights need to be identified. Help this committee by finding the birth weights that separate the lowest 3% and the highest 1%. Birth weights in the United States are normally distributed with a mean of 3420 g and a standard deviation of 495 g.

**Solution**

Step 1: We begin with the graph shown in Figure 6-15. We have entered the mean of 3420 g, and we have identified the \( x \) values separating the lowest 3% and the highest 1%.

![Figure 6-15](image)

Step 2: If using Table A-2, we must use cumulative areas from the left. For the leftmost value of \( x \), the cumulative area from the left is 0.03, so search for an area of 0.03 in the body of the table to get \( z = -1.88 \) (which corresponds to the closest area of 0.0301). For the rightmost value of \( x \), the cumulative area from the left is 0.99, so search for an area of 0.99 in the body of the table to get \( z = 2.33 \) (which corresponds to the closest area of 0.9901).

Step 3: We now solve for the two values of \( x \) by using Formula 6-2 directly or by using the following version of Formula 6-2:

\[
\text{Leftmost value of } x: \quad x = \mu + (z \cdot \sigma) = 3420 + (-1.88 \cdot 495) = 2489.4
\]

\[
\text{Rightmost value of } x: \quad x = \mu + (z \cdot \sigma) = 3420 + (2.33 \cdot 495) = 4573.35
\]

Step 4: Referring to Figure 6-15, we see that the leftmost value of \( x = 2489.4 \) g is reasonable because it is less than the mean of 3420 g. Also, the rightmost value of 4573.35 is reasonable because it is above the mean of 3420 g. (Technology yields the values of 2489.0 g and 4571.5 g.)

**Interpretation**

The birth weight of 2489 g (rounded) separates the lowest 3% of birth weights, and 4573 g (rounded) separates the highest 1% of birth weights. The hospital now has well-defined criteria for determining whether a newborn baby should be given special treatment for a birth weight that is unusually low or high.
When using the methods of this section with applications involving a normal distribution, it is important to first determine whether you are finding a probability (or area) from a known value of $x$ or finding a value of $x$ from a known probability (or area). Figure 6-16 is a flowchart summarizing the main procedures of this section.

**Applications with Normal Distributions**

1. **What do you want to find?**
   - Find a probability (from a known value of $x$)
   - Find a value of $x$ (from known probability or area)

2. **Are you using technology or Table A-2?**
   - Technology
   - Table A-2

3. **Find the probability by using the technology.**

4. **Convert to the standard normal distribution by finding $z$:**
   \[ z = \frac{x - \mu}{\sigma} \]

5. **Look up $z$ in Table A-2 and find the cumulative area to the left of $z$.**

6. **Find the cumulative left area in Table A-2 and find the corresponding $z$ score.**

7. **What do you want to find?**
   - Solve for $x$: $x = \mu + z \cdot \sigma$

**Figure 6-16  Procedures for Applications with Normal Distributions**
When working with a nonstandard normal distribution, technology can be used to find areas or values of the relevant variable, so the technology can be used instead of Table A-2. The following instructions describe how to use technology for such cases.

**STATDISK** Select Analysis, Probability Distributions, Normal Distribution. Either enter the $z$ score to find corresponding areas, or enter the cumulative area from the left to find the $z$ score. After entering a value, click on the Evaluate button.

**MINITAB**
- To find the cumulative area to the left of a $z$ score (as in Table A-2), select Calc, Probability Distributions, Normal, Cumulative probabilities. Enter the mean and standard deviation, then click on the Input Constant button and enter the value.
- To find a value corresponding to a known area, select Calc, Probability Distributions, Normal, then select Inverse cumulative probabilities. Enter the mean and standard deviation. Select the option Input constant and enter the total area to the left of the given value.

**EXCEL**
- To find the cumulative area to the left of a value (as in Table A-2), click on fx, then select Statistical, NORMDIST. In Excel 2010, select NORM.DIST. In the dialog box, enter the value for $x$, enter the mean and standard deviation, and enter 1 in the “cumulative” space.
- To find a value corresponding to a known area, select fx, Statistical, NORMINV, (or NORM.INV in Excel 2010), and proceed to make the entries in the dialog box. When entering the probability value, enter the total area to the left of the given value. See the accompanying Excel display for Example 3.

**TI-83/84 PLUS**
- To find the area between two values, press 2nd, VARS, 2 (for normalcdf), then proceed to enter the two values, the mean, and the standard deviation, all separated by commas, as in (left value, right value, mean, standard deviation). Hint: If there is no left value, enter the left value as $-999999$, and if there is no right value, enter the right value as $999999$. In Example 1 we want the area to the left of $x = 80$ in., so use the command normalcdf ($-999999, 80, 69.0, 2.8$) as shown in the accompanying screen display.

**EXCEL**

**Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. **Normal Distributions** What is the difference between a standard normal distribution and a nonstandard normal distribution?

2. **IQ Scores** The distribution of IQ scores is a nonstandard normal distribution with a mean of 100 and a standard deviation of 15, and a bell-shaped graph is drawn to represent this distribution.
   a. What is the area under the curve?
   b. What is the value of the median?
   c. What is the value of the mode?
3. Normal Distributions The distribution of IQ scores is a nonstandard normal distribution with a mean of 100 and a standard deviation of 15. What are the values of the mean and standard deviation after all IQ scores have been standardized by converting them to $z$ scores using $z = (x - \mu)/\sigma$?

4. Random Digits Computers are often used to randomly generate digits of telephone numbers to be called when conducting a survey. Can the methods of this section be used to find the probability that when one digit is randomly generated, it is less than 5? Why or why not? What is the probability of getting a digit less than 5?

IQ Scores. In Exercises 5–8, find the area of the shaded region. The graphs depict IQ scores of adults, and those scores are normally distributed with a mean of 100 and a standard deviation of 15 (as on the Wechsler test).

5. \[ \text{Shaded area: } \\
\text{Range: } 120 \text{ to } 90 \]

6. \[ \text{Shaded area: } \\
\text{Range: } 80 \text{ to } 75 \]

IQ Scores. In Exercises 9–12, find the indicated IQ score. The graphs depict IQ scores of adults, and those scores are normally distributed with a mean of 100 and a standard deviation of 15 (as on the Wechsler test).

9. \[ \text{IQ score: } x = 0.6 \]

10. \[ \text{IQ score: } x = 0.8 \]

11. \[ \text{IQ score: } x = 0.95 \]

12. \[ \text{IQ score: } x = 0.99 \]

IQ Scores. In Exercises 13–20, assume that adults have IQ scores that are normally distributed with a mean of 100 and a standard deviation of 15 (as on the Wechsler test). (Hint: Draw a graph in each case.)

13. Find the probability that a randomly selected adult has an IQ that is less than 115.

14. Find the probability that a randomly selected adult has an IQ greater than 131.5 (the requirement for membership in the Mensa organization).

15. Find the probability that a randomly selected adult has an IQ between 90 and 110 (referred to as the normal range).

16. Find the probability that a randomly selected adult has an IQ between 110 and 120 (referred to as bright normal).
17. Find $P_{30}$, which is the IQ score separating the bottom 30% from the top 70%.
18. Find the first quartile $Q_1$, which is the IQ score separating the bottom 25% from the top 75%.
19. Find the third quartile $Q_3$, which is the IQ score separating the top 25% from the others.
20. Find the IQ score separating the top 37% from the others.

**In Exercises 21–26, use this information (based on data from the National Health Survey):**

- Men’s heights are normally distributed with mean 69.0 in. and standard deviation 2.8 in.
- Women’s heights are normally distributed with mean 63.6 in. and standard deviation 2.5 in.

21. **Doorway Height** The Mark VI monorail used at Disney World and the Boeing 757-200 ER airliner have doors with a height of 72 in.
   a. What percentage of adult men can fit through the doors without bending?
   b. What percentage of adult women can fit through the doors without bending?
   c. Does the door design with a height of 72 in. appear to be adequate? Explain.
   d. What doorway height would allow 98% of adult men to fit without bending?

22. **Doorway Height** The Gulfstream 100 is an executive jet that seats six, and it has a doorway height of 51.6 in.
   a. What percentage of adult men can fit through the door without bending?
   b. What percentage of adult women can fit through the door without bending?
   c. Does the door design with a height of 51.6 in. appear to be adequate? Why didn’t the engineers design a larger door?
   d. What doorway height would allow 60% of men to fit without bending?

23. **Tall Clubs International** Tall Clubs International is a social organization for tall people. It has a requirement that men must be at least 74 in. tall, and women must be at least 70 in. tall.
   a. What percentage of men meet that requirement?
   b. What percentage of women meet that requirement?
   c. Are the height requirements for men and women fair? Why or why not?

24. **Tall Clubs International** Tall Clubs International has minimum height requirements for men and women.
   a. If the requirements are changed so that the tallest 4% of men are eligible, what is the new minimum height for men?
   b. If the requirements are changed so that the tallest 4% of women are eligible, what is the new minimum height for women?

25. **U.S. Army Height Requirements for Women** The U.S. Army requires women’s heights to be between 58 in. and 80 in.
   a. Find the percentage of women meeting the height requirement. Are many women being denied the opportunity to join the Army because they are too short or too tall?
   b. If the U.S. Army changes the height requirements so that all women are eligible except the shortest 1% and the tallest 2%, what are the new height requirements?

26. **Marine Corps Height Requirement for Men** The U.S. Marine Corps requires that men have heights between 64 in. and 80 in.
   a. Find the percentage of men who meet the height requirements. Are many men denied the opportunity to become a Marine because they do not satisfy the height requirements?
   b. If the height requirements are changed so that all men are eligible except the shortest 3% and the tallest 4%, what are the new height requirements?

27. **Birth Weights** Birth weights in Norway are normally distributed with a mean of 3570 g and a standard deviation of 500 g.
   a. If the Ulleval University Hospital in Oslo requires special treatment for newborn babies weighing less than 2700 g, what is the percentage of newborn babies requiring special treatment?
b. If the Ulleval University Hospital officials plan to require special treatment for the lightest 3% of newborn babies, what birth weight separates those requiring special treatment from those who do not?

c. Why is it not practical for the hospital to simply state that babies require special treatment if they are in the bottom 3% of birth weights?

28. Weights of Water Taxi Passengers It was noted in the Chapter Problem that when a water taxi sank in Baltimore’s Inner Harbor, an investigation revealed that the safe passenger load for the water taxi was 3500 lb. It was also noted that the mean weight of a passenger was assumed to be 140 lb. Assume a “worst case” scenario in which all of the passengers are adult men. (This could easily occur in a city that hosts conventions in which people of the same gender often travel in groups.) Based on data from the National Health and Nutrition Examination Survey, assume that weights of men are normally distributed with a mean of 172 lb and a standard deviation of 29 lb.

a. If one man is randomly selected, find the probability that he weighs less than 174 lb (the new value suggested by the National Transportation and Safety Board).

b. With a load limit of 3500 lb, how many men passengers are allowed if we assume a mean weight of 140 lb?

c. With a load limit of 3500 lb, how many men passengers are allowed if we use the new mean weight of 174 lb?

d. Why is it necessary to periodically review and revise the number of passengers that are allowed to board?

29. Body Temperatures Based on the sample results in Data Set 2 of Appendix B, assume that human body temperatures are normally distributed with a mean of 98.20°F and a standard deviation of 0.62°F.

a. Bellevue Hospital in New York City uses 100.6°F as the lowest temperature considered to be a fever. What percentage of normal and healthy persons would be considered to have a fever? Does this percentage suggest that a cutoff of 100.6°F is appropriate?

b. Physicians want to select a minimum temperature for requiring further medical tests. What should that temperature be, if we want only 5.0% of healthy people to exceed it? (Such a result is a false positive, meaning that the test result is positive, but the subject is not really sick.)

30. Aircraft Seat Width Engineers want to design seats in commercial aircraft so that they are wide enough to fit 99% of all males. (Accommodating 100% of males would require very wide seats that would be much too expensive.) Men have hip breadths that are normally distributed with a mean of 14.4 in. and a standard deviation of 1.0 in. (based on anthropometric survey data from Gordon, Clauser, et al.). Find $P_{99}$. That is, find the hip breadth for men that separates the smallest 99% from the largest 1%.

31. Lengths of Pregnancies The lengths of pregnancies are normally distributed with a mean of 268 days and a standard deviation of 15 days.

a. One classical use of the normal distribution is inspired by a letter to “Dear Abby” in which a wife claimed to have given birth 308 days after a brief visit from her husband, who was serving in the Navy. Given this information, find the probability of a pregnancy lasting 308 days or longer. What does the result suggest?

b. If we stipulate that a baby is premature if the length of pregnancy is in the lowest 4%, find the length that separates premature babies from those who are not premature. Premature babies often require special care, and this result could be helpful to hospital administrators in planning for that care.

32. Sitting Distance A common design requirement is that an item (such as an aircraft or theater seat) must fit the range of people who fall between the 5th percentile for women and the 95th percentile for men. If this requirement is adopted, what is the minimum sitting distance and what is the maximum sitting distance? For the sitting distance, use the buttock-to-knee length. Men have buttock-to-knee lengths that are normally distributed with a mean of 23.5 in. and a standard deviation of 1.1 in. Women have buttock-to-knee lengths that are normally distributed with a mean of 22.7 in. and a standard deviation of 1.0 in.
Large Data Sets. In Exercises 33 and 34, refer to the data sets in Appendix B and use computer software or a calculator.

33. Appendix B Data Set: Systolic Blood Pressure Refer to Data Set 1 in Appendix B and use the systolic blood pressure levels for males.
   a. Using the systolic blood pressure levels for males, find the mean and standard deviation, and verify that the data have a distribution that is roughly normal.
   b. Assuming that systolic blood pressure levels of males are normally distributed, find the 5th percentile and the 95th percentile. (Treat the statistics from part (a) as if they were population parameters.) Such percentiles could be helpful when physicians try to determine whether blood pressure levels are too low or too high.

34. Appendix B Data Set: Duration of Shuttle Flights Refer to Data Set 10 in Appendix B and use the durations (hours) of the NASA shuttle flights.
   a. Find the mean and standard deviation, and verify that the data have a distribution that is roughly normal.
   b. Treat the statistics from part (a) as if they are population parameters and assume a normal distribution to find the values of the quartiles $Q_1$, $Q_2$, and $Q_3$.

6-3 Beyond the Basics

35. Units of Measurement Heights of women are normally distributed.
   a. If heights of individual women are expressed in units of centimeters, what are the units used for the $z$ scores that correspond to individual heights?
   b. If heights of all women are converted to $z$ scores, what are the mean, standard deviation, and distribution of these $z$ scores?

36. Using Continuity Correction There are many situations in which a normal distribution can be used as a good approximation to a random variable that has only discrete values. In such cases, we can use this continuity correction: Represent each whole number by the interval extending from 0.5 below the number to 0.5 above it. Assume that IQ scores are all whole numbers having a distribution that is approximately normal with a mean of 100 and a standard deviation of 15.
   a. Without using any correction for continuity, find the probability of randomly selecting someone with an IQ score greater than 103.
   b. Using the correction for continuity, find the probability of randomly selecting someone with an IQ score greater than 103.
   c. Compare the results from parts (a) and (b).

37. Curving Test Scores A statistics professor gives a test and finds that the scores are normally distributed with a mean of 25 and a standard deviation of 5. She plans to curve the scores.
   a. If she curves by adding 50 to each grade, what is the new mean? What is the new standard deviation?
   b. Is it fair to curve by adding 50 to each grade? Why or why not?
   c. If the grades are curved according to the following scheme (instead of adding 50), find the numerical limits for each letter grade.
      A: Top 10%
      B: Scores above the bottom 70% and below the top 10%
      C: Scores above the bottom 30% and below the top 30%
      D: Scores above the bottom 10% and below the top 70%
      F: Bottom 10%
   d. Which method of curving the grades is fairer: Adding 50 to each grade or using the scheme given in part (c)? Explain.
38. SAT and ACT Tests  Scores on the SAT test are normally distributed with a mean of 1518 and a standard deviation of 325. Scores on the ACT test are normally distributed with a mean of 21.1 and a standard deviation of 4.8. Assume that the two tests use different scales to measure the same aptitude.

a. If someone gets a SAT score that is the 67th percentile, find the actual SAT score and the equivalent ACT score.

b. If someone gets a SAT score of 1900, find the equivalent ACT score.

39. Outliers  For the purposes of constructing modified boxplots as described in Section 3-4, outliers were defined as data values that are above by an amount greater than $1.5 \times \text{IQR}$ or below $Q_1$ by an amount greater than $1.5 \times \text{IQR}$, where IQR is the interquartile range. Using this definition of outliers, find the probability that when a value is randomly selected from a normal distribution, it is an outlier.

### 6-4 Sampling Distributions and Estimators

**Key Concept** In this section we consider the concept of a *sampling distribution of a statistic*. Also, we learn some important properties of sampling distributions of the mean, median, variance, standard deviation, range, and proportion. We see that some statistics (such as the mean, variance, and proportion) are unbiased estimators of population parameters, whereas other statistics (such as the median and range) are not.

The following chapters of this book introduce methods for using sample statistics to estimate values of population parameters. Those procedures are based on an understanding of how sample statistics behave, and that behavior is the focus of this section. We begin with the definition of a sampling distribution of a statistic.

**Definition**  The *sampling distribution of a statistic* (such as a sample mean or sample proportion) is the distribution of all values of the statistic when all possible samples of the same size $n$ are taken from the same population. (The sampling distribution of a statistic is typically represented as a probability distribution in the format of a table, probability histogram, or formula.)

**Sampling Distribution of the Mean**  The preceding definition is general, so let’s consider the specific sampling distribution of the mean.

**Definition**  The *sampling distribution of the mean* is the distribution of sample means, with all samples having the same sample size $n$ taken from the same population. (The sampling distribution of the mean is typically represented as a probability distribution in the format of a table, probability histogram, or formula.)
**Example 1**

**Sampling Distribution of the Mean** Consider repeating this process: Roll a die 5 times and find the mean \( \bar{x} \) of the results. (See Table 6-2 on the next page.) What do we know about the behavior of all sample means that are generated as this process continues indefinitely?

**Solution**

The top portion of Table 6-2 illustrates a process of rolling a die 5 times and finding the mean of the results. Table 6-2 shows results from repeating this process 10,000 times, but the true sampling distribution of the mean involves repeating the process indefinitely. Because the values of 1, 2, 3, 4, 5, 6 are all equally likely, the population has a mean of \( \mu = 3.5 \), and Table 6-2 shows that the 10,000 sample means have a mean of 3.49. If the process is continued indefinitely, the mean of the sample means will be 3.5. Also, Table 6-2 shows that the distribution of the sample means is approximately a normal distribution.

**Interpretation**

Based on the actual sample results shown in the top portion of Table 6-2, we can describe the sampling distribution of the mean by the histogram at the top of Table 6-2. The actual sampling distribution would be described by a histogram based on all possible samples, not only the 10,000 samples included in the histogram, but the number of trials is large enough to suggest that the true sampling distribution of means is a normal distribution.

The results of Example 1 allow us to observe these two important properties of the sampling distribution of the mean:

1. The sample means target the value of the population mean. (That is, the mean of the sample means is the population mean. The expected value of the sample mean is equal to the population mean.)

2. The distribution of sample means tends to be a normal distribution. (This will be discussed further in the following section, but the distribution tends to become closer to a normal distribution as the sample size increases.)

**Sampling Distribution of the Variance**

Having discussed the sampling distribution of the mean, we now consider the sampling distribution of the variance.

**Caution:** When working with population standard deviations or variances, be sure to evaluate them correctly. Recall from Section 3-3 that the computations for population...
standard deviations or variances involve division by the population size $N$ (not the value of $n - 1$), as shown below.

Population standard deviation: $\sigma = \sqrt{\frac{\sum(x - \mu)^2}{N}}$

Population variance: $\sigma^2 = \frac{\sum(x - \mu)^2}{N}$

Because the calculations are typically performed with computer software or calculators, be careful to correctly distinguish between the standard deviation of a sample and the standard deviation of a population. Also be careful to distinguish between the variance of a sample and the variance of a population.
The middle portion of Table 6-2 illustrates a process of rolling a die 5 times and finding the variance of the results. Table 6-2 shows results from repeating this process 10,000 times, but the true sampling distribution of the variance involves repeating the process indefinitely. Because the values of 1, 2, 3, 4, 5, 6 are all equally likely, the population has a variance of $\sigma^2 = 2.9$, and Table 6-2 shows that the 10,000 sample variances have a mean of 2.88. If the process is continued indefinitely, the mean of the sample variances will be 2.9. Also, the middle portion of Table 6-2 shows that the distribution of the sample variances is a skewed distribution.

Based on the actual sample results shown in the middle portion of Table 6-2, we can describe the sampling distribution of the variance by the histogram in the middle of Table 6-2. The actual sampling distribution would be described by a histogram based on all possible samples, not the 10,000 samples included in the histogram, but the number of trials is large enough to suggest that the true sampling distribution of variances is a distribution skewed to the right.

The results of Example 2 allow us to observe these two important properties of the sampling distribution of the variance:

1. The sample variances target the value of the population variance. (That is, the mean of the sample variances is the population variance. The expected value of the sample variance is equal to the population variance.)

2. The distribution of sample variances tends to be a distribution skewed to the right.

**Sampling Distribution of Proportion**

We now consider the sampling distribution of a proportion.

The **sampling distribution of the proportion** is the distribution of sample proportions, with all samples having the same sample size $n$ taken from the same population.

We need to distinguish between a population proportion $p$ and some sample proportion, so the following notation is commonly used.

**Notation for Proportions**

- $p = \text{population proportion}$
- $\hat{p} = \text{sample proportion}$
The bottom portion of Table 6-2 illustrates a process of rolling a die 5 times and finding the proportion of odd numbers. Table 6-2 shows results from repeating this process 10,000 times, but the true sampling distribution of the proportion involves repeating the process indefinitely. Because the values of 1, 2, 3, 4, 5, 6 are all equally likely, the proportion of odd numbers in the population is 0.5, and Table 6-2 shows that the 10,000 sample proportions have a mean of 0.50. If the process is continued indefinitely, the mean of the sample proportions will be 0.5. Also, the bottom portion of Table 6-2 shows that the distribution of the sample proportions is approximately a normal distribution.

Based on the actual sample results shown in the bottom portion of Table 6-2, we can describe the sampling distribution of the proportion by the histogram at the bottom of Table 6-2. The actual sampling distribution would be described by a histogram based on all possible samples, not the 10,000 samples included in the histogram, but the number of trials is large enough to suggest that the true sampling distribution of proportions is a normal distribution.

The results of Example 3 allow us to observe these two important properties of the sampling distribution of the proportion:

1. The sample proportions target the value of the population proportion. (That is, the mean of the sample proportions is the population proportion. The expected value of the sample proportion is equal to the population proportion.)

2. The distribution of sample proportions tends to be a normal distribution.

The preceding three examples are based on 10,000 trials and the results are summarized in Table 6-2. Table 6-3 describes the general behavior of the sampling distribution of the mean, variance, and proportion, assuming that certain conditions are satisfied. For example, Table 6-3 shows that the sampling distribution of the mean tends to be a normal distribution, but the following section describes conditions that must be satisfied before we can assume that the distribution is normal.

**Unbiased Estimators**  The preceding three examples show that sample means, variances, and proportions tend to target the corresponding population parameters. More formally, we say that sample means, variances, and proportions are unbiased estimators. That is, their sampling distributions have a mean that is equal to the mean of the corresponding population parameter. If we want to use a sample statistic (such as a sample proportion from a survey) to estimate a population parameter (such as the population proportion), it is important that the sample statistic used as the estimator targets the population parameter instead of being a biased estimator in the sense that it systematically underestimates or overestimates the parameter. The preceding three examples and Table 6-2 involve the mean, variance, and proportion, but here is a summary that includes other statistics.
Table 6-3 General Behavior of Sampling Distributions

<table>
<thead>
<tr>
<th>Means</th>
<th>Sample Means $\bar{x}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Procedure:</td>
<td>Randomly select $n$ values and find the mean $\bar{x}$</td>
</tr>
<tr>
<td>Population:</td>
<td>Mean is $\mu$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variances</th>
<th>Sample Variances $s^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Procedure:</td>
<td>Randomly select $n$ values and find the variance $s^2$</td>
</tr>
<tr>
<td>Population:</td>
<td>Variance is $\sigma^2$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Proportions</th>
<th>Sample Proportions $\hat{p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Procedure:</td>
<td>Randomly select $n$ values and find the sample proportion.</td>
</tr>
<tr>
<td>Population:</td>
<td>Proportion is $p$.</td>
</tr>
</tbody>
</table>

**Estimators: Unbiased and Biased**

**Unbiased Estimators**
These statistics are unbiased estimators. That is, they target the value of the population parameter:
- Mean $\bar{x}$
- Variance $s^2$
- Proportion $\hat{p}$

**Biased Estimators**
These statistics are biased estimators. That is, they do not target the population parameter:
- Median
- Range
- Standard deviation $s$. (Important Note: The sample standard deviations do not target the population standard deviation $\sigma$, but the bias is relatively small in
large samples, so \( s \) is often used to estimate \( \sigma \) even though \( s \) is a biased estimator of \( \sigma \).

The preceding three examples all involved rolling a die 5 times, so the number of different possible samples is \( 6 \times 6 \times 6 \times 6 \times 6 = 7776 \). Because there are 7776 different possible samples, it is not practical to manually list all of them. The next example involves a smaller number of different possible samples, so we can list them and we can then describe the sampling distribution of the range in the format of a table for the probability distribution.

**Example 4**  
**Sampling Distribution of the Range**  
Three randomly selected households are surveyed as a pilot project for a larger survey to be conducted later. The numbers of people in the households are 2, 3, and 10 (based on Data Set 22 in Appendix B). Consider the values of 2, 3, and 10 to be a population. Assume that samples of size \( n = 2 \) are randomly selected with replacement from the population of 2, 3, and 10.

- **a.** List all of the different possible samples, then find the range in each sample.
- **b.** Describe the sampling distribution of the ranges in the format of a table summarizing the probability distribution.
- **c.** Describe the sampling distribution of the ranges in the format of a probability histogram.
- **d.** Based on the results, do the sample ranges target the population range, which is \( 10 - 2 = 8 \)?
- **e.** What do these results indicate about the sample range as an estimator of the population range?

**Solution**

- **a.** In Table 6-4 we list the nine different possible samples of size \( n = 2 \) selected with replacement from the population of 2, 3, and 10. Table 6-4 also shows the range for each of the nine samples.
- **b.** The nine samples in Table 6-4 are all equally likely, so each sample has a probability of \( 1/9 \). The last two columns of Table 6-4 list the values of the range along with the corresponding probabilities, so the last two columns constitute a table summarizing the probability distribution, which can be condensed as shown in Table 6-5. Table 6-5 therefore describes the sampling distribution of the sample ranges.
- **c.** Figure 6-17 is the probability histogram based on Table 6-5.
- **d.** The mean of the nine sample ranges is 3.6, but the range of the population is 8. Consequently, the sample ranges do not target the population range.
- **e.** Because the mean of the sample ranges (3.6) does not equal the population range (8), the sample range is a biased estimator of the population range. We can also see that the range is a biased estimator by simply examining Table 6-5 and noting that most of the time, the sample range is well below the population range of 8.
In this example, we conclude that the sample range is a biased estimator of the population range. This implies that, in general, the sample range should not be used to estimate the value of the population range.

**Table 6-4** Sampling Distribution of the Range

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample Range</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>2, 2</td>
<td>0</td>
<td>1/9</td>
</tr>
<tr>
<td>2, 3</td>
<td>1</td>
<td>1/9</td>
</tr>
<tr>
<td>2, 10</td>
<td>8</td>
<td>1/9</td>
</tr>
<tr>
<td>3, 2</td>
<td>1</td>
<td>1/9</td>
</tr>
<tr>
<td>3, 3</td>
<td>0</td>
<td>1/9</td>
</tr>
<tr>
<td>3, 10</td>
<td>7</td>
<td>1/9</td>
</tr>
<tr>
<td>10, 2</td>
<td>8</td>
<td>1/9</td>
</tr>
<tr>
<td>10, 3</td>
<td>7</td>
<td>1/9</td>
</tr>
<tr>
<td>10, 10</td>
<td>0</td>
<td>1/9</td>
</tr>
</tbody>
</table>

Mean of the sample ranges = 3.6 (rounded)

**Table 6-5** Probability Distribution for the Range

<table>
<thead>
<tr>
<th>Sample Range</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3/9</td>
</tr>
<tr>
<td>1</td>
<td>2/9</td>
</tr>
<tr>
<td>7</td>
<td>2/9</td>
</tr>
<tr>
<td>8</td>
<td>2/9</td>
</tr>
</tbody>
</table>

**Figure 6-17** Probability Histogram: Sampling Distribution of the Sample Ranges

**Interpretation**

In this example, we conclude that the sample range is a biased estimator of the population range. This implies that, in general, the sample range should not be used to estimate the value of the population range.

**Example 5** Sampling Distribution of the Proportion

In a study of gender selection methods, an analyst considers the process of generating 2 births. When 2 births are randomly selected, the sample space is bb, bg, gb, gg. Those 4 outcomes are equally likely, so the probability of 0 girls is 0.25, the probability of 1 girl is 0.5, and the probability of 2 girls is 0.25. Describe the sampling distribution of the proportion of girls from 2 births as a probability distribution table and also describe it as a probability histogram.
Example 5 shows that a sampling distribution can be described with a table or a graph. Sampling distributions can also be described with a formula (as in Exercise 21), or may be described in some other way, such as this: “The sampling distribution of the sample mean is a normal distribution with \( \mu = 100 \) and \( \sigma = 15 \).”

**Why sample with replacement?** All of the examples in this section involved sampling with replacement. Sampling without replacement would have the very practical advantage of avoiding wasteful duplication whenever the same item is selected more than once. However, we are particularly interested in sampling with replacement for these two reasons:

1. When selecting a relatively small sample from a large population, it makes no significant difference whether we sample with replacement or without replacement.

2. Sampling with replacement results in independent events that are unaffected by previous outcomes, and independent events are easier to analyze and result in simpler calculations and formulas.
For the above reasons, we focus on the behavior of samples that are randomly selected with replacement. Many of the statistical procedures discussed in the following chapters are based on the assumption that sampling is conducted with replacement.

The key point of this section is to introduce the concept of a sampling distribution of a statistic. Consider the goal of trying to find the mean body temperature of all adults. Because that population is so large, it is not practical to measure the temperature of every adult. Instead, we obtain a sample of body temperatures and use it to estimate the population mean. Data Set 2 in Appendix B includes a sample of 106 such body temperatures. The mean for that sample is $\bar{x} = 98.20^\circ F$. Conclusions that we make about the population mean temperature of all adults require that we understand the behavior of the sampling distribution of all such sample means. Even though it is not practical to obtain every possible sample and we are stuck with just one sample, we can form some very meaningful conclusions about the population of all body temperatures. A major goal of the following sections and chapters is to learn how we can effectively use a sample to form conclusions about a population. In Section 6-5 we consider more details about the sampling distribution of sample means, and in Section 6-6 we consider more details about the sampling distribution of sample proportions.

**CAUTION**

Many methods of statistics require a simple random sample. Some samples, such as voluntary response samples or convenience samples, could easily result in very wrong results.

### 6-4 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Sampling Distribution** In your own words describe a sampling distribution.

2. **Sampling Distribution** Data Set 24 in Appendix B includes a sample of FICO credit rating scores from randomly selected consumers. If we investigate this sample by constructing a histogram and finding the sample mean and standard deviation, are we investigating the sampling distribution of the mean? Why or why not?

3. **Unbiased Estimator** What does it mean when we say that the sample mean is an unbiased estimator, or that the sample mean “targets” the population mean?

4. **Sampling with Replacement** Give two reasons why statistical methods tend to be based on the assumption that sampling is conducted with replacement, instead of without replacement.

5. **Good Sample?** You want to estimate the proportion of all U.S. college students who have the profound wisdom to take a statistics course. You obtain a simple random sample of students at New York University. Is the resulting sample proportion a good estimator of the population proportion? Why or why not?

6. **Unbiased Estimators** Which of the following statistics are unbiased estimators of population parameters?

   a. Sample mean used to estimate a population mean
   b. Sample median used to estimate a population median
   c. Sample proportion used to estimate a population proportion
   d. Sample variance used to estimate a population variance
   e. Sample standard deviation used to estimate a population standard deviation
   f. Sample range used to estimate a population range
7. **Sampling Distribution of the Mean** Samples of size \( n = 1000 \) are randomly selected from the population of the last digits of telephone numbers. If the sample mean is found for each sample, what is the distribution of the sample means?

8. **Sampling Distribution of the Proportion** Samples of size \( n = 1000 \) are randomly selected from the population of the last digits of telephone numbers, and the proportion of even numbers is found for each sample. What is the distribution of the sample proportions?

In Exercises 9–12, refer to the population and list of samples in Example 4.

9. **Sampling Distribution of the Median** In Example 4, we assumed that samples of size \( n = 2 \) are randomly selected without replacement from the population consisting of 2, 3, and 10, where the values are the numbers of people in households. Table 6-4 lists the nine different possible samples.
   a. Find the median of each of the nine samples, then summarize the sampling distribution of the medians in the format of a table representing the probability distribution. (Hint: Use a format similar to Table 6-5).
   b. Compare the population median to the mean of the sample medians.
   c. Do the sample medians target the value of the population median? In general, do sample medians make good estimators of population medians? Why or why not?

10. **Sampling Distribution of the Standard Deviation** Repeat Exercise 9 using standard deviations instead of medians.

11. **Sampling Distribution of the Variance** Repeat Exercise 9 using variances instead of medians.

12. **Sampling Distribution of the Mean** Repeat Exercise 9 using means instead of medians.

13. **Assassinated Presidents: Sampling Distribution of the Mean** The ages (years) of the four U.S. presidents when they were assassinated in office are 56 (Lincoln), 49 (Garfield), 58 (McKinley), and 46 (Kennedy).
   a. Assuming that 2 of the ages are randomly selected with replacement, list the 16 different possible samples.
   b. Find the mean of each of the 16 samples, then summarize the sampling distribution of the means in the format of a table representing the probability distribution. (Use a format similar to Table 6-5 on page 283).
   c. Compare the population mean to the mean of the sample means.
   d. Do the sample means target the value of the population mean? In general, do sample means make good estimators of population means? Why or why not?

14. **Sampling Distribution of the Median** Repeat Exercise 13 using medians instead of means.

15. **Sampling Distribution of the Range** Repeat Exercise 13 using ranges instead of means.


17. **Sampling Distribution of Proportion** Example 4 referred to three randomly selected households in which the numbers of people are 2, 3, and 10. As in Example 4, consider the values of 2, 3, and 10 to be a population and assume that samples of size \( n = 2 \) are randomly selected with replacement. Construct a probability distribution table that describes the sampling distribution of the proportion of odd numbers when samples of size \( n = 2 \) are randomly selected. Does the mean of the sample proportions equal the proportion of odd numbers in the population? Do the sample proportions target the value of the population proportion? Does the sample proportion make a good estimator of the population proportion?

18. **Births: Sampling Distribution of Proportion** When 3 births are randomly selected, the sample space is bbb, bbg, bgb, bgg, gbb, gbg, ggb, and ggg. Assume that those 8 outcomes are equally likely. Describe the sampling distribution of the proportion of girls from 3 births as
a probability distribution table. Does the mean of the sample proportions equal the proportion of girls in 3 births? *(Hint: See Example 5.)*

**19. Genetics: Sampling Distribution of Proportion** A genetics experiment involves a population of fruit flies consisting of 1 male named Mike and 3 females named Anna, Barbara, and Chris. Assume that two fruit flies are randomly selected with replacement.

a. After listing the 16 different possible samples, find the proportion of females in each sample, then use a table to describe the sampling distribution of the proportions of females.

b. Find the mean of the sampling distribution.

c. Is the mean of the sampling distribution (from part (b)) equal to the population proportion of females? Does the mean of the sampling distribution of proportions *always* equal the population proportion?

**20. Quality Control: Sampling Distribution of Proportion** After constructing a new manufacturing machine, 5 prototype integrated circuit chips are produced and it is found that 2 are defective (D) and 3 are acceptable (A). Assume that two of the chips are randomly selected with replacement from this population.

a. After identifying the 25 different possible samples, find the proportion of defects in each of them, then use a table to describe the sampling distribution of the proportions of defects.

b. Find the mean of the sampling distribution.

c. Is the mean of the sampling distribution (from part (b)) equal to the population proportion of defects? Does the mean of the sampling distribution of proportions *always* equal the population proportion?

**6-4 Beyond the Basics**

**21. Using a Formula to Describe a Sampling Distribution** Example 5 includes a table and graph to describe the sampling distribution of the proportions of girls from 2 births. Consider the formula shown below, and evaluate that formula using sample proportions $x$ of 0, 0.5, and 1. Based on the results, does the formula describe the sampling distribution? Why or why not?

$$P(x) = \frac{1}{2(2 - 2x)!2x!} \quad \text{where } x = 0, 0.5, 1$$

**22. Mean Absolute Deviation** Is the mean absolute deviation of a sample a good statistic for estimating the mean absolute deviation of the population? Why or why not? *(Hint: See Example 4.)*

**6-5 The Central Limit Theorem**

**Key Concept** In this section we introduce and apply the *central limit theorem*. The central limit theorem tells us that for a population with *any* distribution, the distribution of the sample means approaches a normal distribution as the sample size increases. In other words, if the sample size is large enough, the distribution of sample means can be approximated by a *normal distribution*, even if the original population is not normally distributed. In addition, if the original population has mean $\mu$ and standard deviation $\sigma$, the mean of the sample means will also be $\mu$, but the standard deviation of the sample means will be $\sigma/\sqrt{n}$, where $n$ is the sample size.
In Section 6-4 we discussed the sampling distribution of $\bar{x}$, and in this section we describe procedures for using that sampling distribution in practical applications. The procedures of this section form the foundation for estimating population parameters and hypothesis testing—topics discussed at length in the following chapters. When selecting a simple random sample of $n$ subjects from a population with mean $\mu$ and standard deviation $\sigma$, it is essential to know these principles:

1. For a population with any distribution, if $n > 30$, then the sample means have a distribution that can be approximated by a normal distribution with mean $\mu$ and standard deviation $\sigma/\sqrt{n}$.
2. If $n \leq 30$ and the original population has a normal distribution, then the sample means have a normal distribution with mean $\mu$ and standard deviation $\sigma/\sqrt{n}$.
3. If $n \leq 30$ and the original population does not have a normal distribution, then the methods of this section do not apply.

Here are the key points that form a foundation for the following chapters.

The Central Limit Theorem and the Sampling Distribution of $\bar{x}$

**Given**

1. The random variable $x$ has a distribution (which may or may not be normal) with mean $\mu$ and standard deviation $\sigma$.
2. Simple random samples all of the same size $n$ are selected from the population. (The samples are selected so that all possible samples of size $n$ have the same chance of being selected.)

**Conclusions**

1. The distribution of sample means $\bar{x}$ will, as the sample size increases, approach a normal distribution.
2. The mean of all sample means is the population mean $\mu$.

**Practical Rules Commonly Used**

1. If the original population is not normally distributed, here is a common guideline: For $n > 30$, the distribution of the sample means can be approximated reasonably well by a normal distribution. (There are exceptions, such as populations with very nonnormal distributions requiring sample sizes larger than 30, but such exceptions are relatively rare.) The distribution of sample means gets closer to a normal distribution as the sample size $n$ becomes larger.
2. If the original population is normally distributed, then for any sample size $n$, the sample means will be normally distributed.

The central limit theorem involves two different distributions: the distribution of the original population and the distribution of the sample means. As in previous chapters, we use the symbols $\mu$ and $\sigma$ to denote the mean and standard deviation of the original population, but we use the following new notation for the mean and standard deviation of the distribution of sample means.
The Central Limit Theorem

If all possible random samples of size \( n \) are selected from a population with mean \( \mu \) and standard deviation \( \sigma \), the mean of the sample means is denoted by \( \mu_x \), so

\[ \mu_x = \mu \]

Also, the standard deviation of the sample means is denoted by \( \sigma_x \), so

\[ \sigma_x = \frac{\sigma}{\sqrt{n}} \]

\( \sigma_x \) is called the **standard error of the mean**.

---

**Table 6-6** Sampling Distributions

<table>
<thead>
<tr>
<th>( n )</th>
<th>Normal</th>
<th>Uniform</th>
<th>U-Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image" alt="Normal, n=1" /></td>
<td><img src="image" alt="Uniform, n=1" /></td>
<td><img src="image" alt="U-Shape, n=1" /></td>
</tr>
<tr>
<td>10</td>
<td><img src="image" alt="Normal, n=10" /></td>
<td><img src="image" alt="Uniform, n=10" /></td>
<td><img src="image" alt="U-Shape, n=10" /></td>
</tr>
<tr>
<td>50</td>
<td><img src="image" alt="Normal, n=50" /></td>
<td><img src="image" alt="Uniform, n=50" /></td>
<td><img src="image" alt="U-Shape, n=50" /></td>
</tr>
</tbody>
</table>

**Example 1** Normal, Uniform, and U-Shaped Distributions

Table 6-6 illustrates the central limit theorem. The top dotplots in Table 6-6 show an approximately normal distribution, a uniform distribution, and a distribution with a shape resembling the letter \( U \). In each column, the second dotplot shows the distribution of sample means where \( n = 10 \), and the bottom dotplot shows the distribution of sample means where \( n = 50 \). As we proceed down each column of Table 6-6, we can see that the distribution of sample means is approaching the shape of a normal distribution. That characteristic is included among the following observations that we can make from Table 6-6.

- As the sample size increases, the distribution of sample means tends to approach a normal distribution.
- The mean of the sample means is the same as the mean of the original population.
- As the sample size increases, the dotplots become narrower, showing that the standard deviation of the sample means becomes smaller.

---

**The Fuzzy Central Limit Theorem**

In *The Cartoon Guide to Statistics*, by Gonick and Smith, the authors describe the Fuzzy Central Limit Theorem as follows: “Data that are influenced by many small and unrelated random effects are approximately normally distributed. This explains why the normal is everywhere: stock market fluctuations, student weights, yearly temperature averages, SAT scores: All are the result of many different effects.” People’s heights, for example, are the results of hereditary factors, environmental factors, nutrition, health care, geographic region, and other influences which, when combined, produce normally distributed values.
Applying the Central Limit Theorem

Many practical problems can be solved with the central limit theorem. When working with such problems, remember that if the sample size is greater than 30, or if the original population is normally distributed, treat the distribution of sample means as if it were a normal distribution with mean \( \mu \) and standard deviation \( \sigma/\sqrt{n} \).

In Example 2, part (a) involves an individual value, but part (b) involves the mean for a sample of 20 men, so we must use the central limit theorem in working with the random variable \( \bar{x} \). Study this example carefully to understand the fundamental difference between the procedures used in parts (a) and (b).

- **Individual value:** When working with an individual value from a normally distributed population, use the methods of Section 6-3. Use \( z = \frac{x - \mu}{\sigma} \).

- **Sample of values:** When working with a mean for some sample (or group), be sure to use the value of \( \sigma/\sqrt{n} \) for the standard deviation of the sample means. Use \( z = \frac{\bar{x} - \mu}{\sigma/\sqrt{n}} \).

---

**SC Example 2 Water Taxi Safety** In the Chapter Problem we noted that some passengers died when a water taxi sank in Baltimore’s Inner Harbor. Men are typically heavier than women and children, so when loading a water taxi, let’s assume a worst-case scenario in which all passengers are men. Based on data from the National Health and Nutrition Examination Survey, assume that weights of men are normally distributed with a mean of 172 lb and a standard deviation of 29 lb. That is, assume that the population of weights of men is normally distributed with \( \mu = 172 \) lb and \( \sigma = 29 \) lb.

**a.** Find the probability that if an individual man is randomly selected, his weight will be greater than 175 lb.

**b.** Find the probability that 20 randomly selected men will have a mean weight that is greater than 175 lb (so that their total weight exceeds the safe capacity of 3500 lb).

---

**Solution**

**a. Approach:** Use the methods presented in Section 6-3 (because we are dealing with an individual value from a normally distributed population). We seek the area of the green-shaded region in Figure 6-18(a). If using Table A-2, we convert the weight of 175 to the corresponding \( z \) score:

\[
z = \frac{x - \mu}{\sigma} = \frac{175 - 172}{29} = 0.10
\]

Use Table A-2 and use \( z = 0.10 \) to find that the cumulative area to the left of 175 lb is 0.5398. The green-shaded region is therefore \( 1 - 0.5398 = 0.4602 \). The probability
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of a randomly selected man weighing more than 175 lb is 0.4602. (If using a calculator or software instead of Table A-2, the more accurate result is 0.4588 instead of 0.4602.)

b. Approach: Use the central limit theorem (because we are dealing with the mean for a sample of 20 men, not an individual man). Although the sample size is not greater than 30, we use a normal distribution because the original population of men has a normal distribution, so samples of any size will yield means that are normally distributed. Because we are now dealing with a distribution of sample means, we must use the parameters \( \mu_x \) and \( \sigma_x \), which are evaluated as follows:

\[
\begin{align*}
\mu_x &= \mu = 172 \\
\sigma_x &= \frac{\sigma}{\sqrt{n}} = \frac{29}{\sqrt{20}} = 6.4845971
\end{align*}
\]

We want to find the green-shaded area shown in Figure 6-18(b). (See how the distribution in Figure 6-18(b) is narrower because the standard deviation is smaller.) If using Table A-2, we find the relevant \( z \) score, which is calculated as follows:

\[
z = \frac{\bar{x} - \mu_x}{\sigma_x} = \frac{175 - 172}{29} = \frac{3}{6.4845971} = 0.46
\]

From Table A-2 we find that \( z = 0.46 \) corresponds to a cumulative left area of 0.6772, so the green-shaded region is \( 1 - 0.6772 = 0.3228 \). The probability that the 20 men have a mean weight greater than 175 lb is 0.3228. (If using a calculator or software, the result is 0.3218 instead of 0.3228.)
There is a 0.4602 probability that an individual man will weigh more than 175 lb, and there is a 0.3228 probability that 20 men will have a mean weight of more than 175 lb. Given that the safe capacity of the water taxi is 3500 lb, there is a fairly good chance (with probability 0.3228) that it will be overweight if it is filled with 20 randomly selected men. Given that 21 people have already died, and given the high chance of overloading, it would be wise to limit the number of passengers to some level below 20. The capacity of 20 passengers is just not safe enough.

The calculations used here are exactly the type of calculations used by engineers when they design ski lifts, elevators, escalators, airplanes, and other devices that carry people.

**Introduction to Hypothesis Testing**

The next two examples present applications of the central limit theorem, but carefully examine the conclusions that are reached. These examples illustrate the type of thinking that is the basis for the important procedure of hypothesis testing (discussed in Chapter 8). These examples use the rare event rule for inferential statistics, first presented in Section 4-1.

**Rare Event Rule for Inferential Statistics**

If, under a given assumption, the probability of a particular observed event is exceptionally small (such as less than 0.05), we conclude that the assumption is probably not correct.

**Example 3** **Filling Coke Cans** Cans of regular Coke are labeled to indicate that they contain 12 oz. Data Set 17 in Appendix B lists measured amounts for a sample of Coke cans. The corresponding sample statistics are \( n = 36 \) and \( \bar{x} = 12.19 \) oz. If the Coke cans are filled so that \( \mu = 12.00 \) oz (as labeled) and the population standard deviation is \( \sigma = 0.11 \) oz (based on the sample results), find the probability that a sample of 36 cans will have a mean of 12.19 oz or greater. Do these results suggest that the Coke cans are filled with an amount greater than 12.00 oz?

**Solution** We weren’t given the distribution of the population, but because the sample size \( n = 36 \) exceeds 30, we apply the central limit theorem and conclude that the distribution of sample means is approximately a normal distribution with these parameters:

\[
\mu_{\bar{x}} = \mu = 12.00 \quad \text{(by assumption)}
\]

\[
\sigma_{\bar{x}} = \frac{\sigma}{\sqrt{n}} = \frac{0.11}{\sqrt{36}} = 0.018333
\]

Figure 6-19 shows the shaded area (see the small region in the right tail of the graph) corresponding to the probability we seek. Having already found the parameters that
apply to the distribution shown in Figure 6-19, we can now find the shaded area by using the same procedures developed in Section 6-3. To use Table A-2, we first find the \( z \) score:

\[
\bar{z} = \frac{\bar{x} - \mu}{\sigma} = \frac{2.19 - 12.00}{0.018333} = 10.36
\]

Referring to Table A-2, we find that \( z \) = 10.36 is off the chart. However, for values of \( z \) above 3.49, we use 0.9999 for the cumulative left area. We therefore conclude that the shaded region in Figure 6-19 is 0.0001. (If using a TI-83/84 Plus calculator or software, the area of the shaded region is much smaller, so we can safely report that the probability is quite small, such as less than 0.001.)

The result shows that if the mean amount in Coke cans is really 12.00 oz, then there is an extremely small probability of getting a sample mean of 12.19 oz or greater when 36 cans are randomly selected. Because we did obtain such a sample mean, there are two possible explanations: Either the population mean really is 12.00 oz and the sample represents a chance event that is extremely rare, or the population mean is actually greater than 12.00 oz and the sample is typical. Since the probability is so low, it seems more reasonable to conclude that the population mean is greater than 12.00 oz. It appears that Coke cans are being filled with more than 12.00 oz. However, the sample mean of 12.19 oz suggests that the mean amount of overfill is very small. It appears that the Coca Cola company has found a way to ensure that very few cans have less than 12 oz while not wasting very much of their product.

**Example 4**  
**How Long Is a 3/4 Inch Screw?** It is not totally unreasonable to think that screws labeled as being 3/4 inch in length would have a mean length that is somewhat close to 3/4 in. Data Set 19 in Appendix B includes the lengths of a sample of 50 such screws, with a mean length of 0.7468 in. Assume that the population of all such screws has a standard deviation described by \( \sigma = 0.0123 \) in. (based on Data Set 19).

**a.** Assuming that the screws have a mean length of 0.75 in. (or 3/4 inch) as labeled, find the probability that a sample of 50 screws has a mean length of 0.7468 in. or less. (See Figure 6-20.)

**continued**
b. The probability of getting a sample mean that is “at least as extreme as the
given sample mean” is twice the probability found in part (a). Find this proba-
bility. (Note that the sample mean of 0.7468 in. misses the labeled mean of
0.75 in. by 0.0032 in., so any other mean is at least as extreme as the sample
mean if it is below 0.75 in. by 0.0032 inch or more, or if it is above 0.75 in. by
0.0032 in. or more.)

c. Based on the result in part (b), does it appear that the sample mean misses the
labeled mean of 0.75 in. by a significant amount? Explain.

![Figure 6-20 Distribution of Mean Length of Screws for Samples of Size n = 50](image)

**SOLUTION**

a. We weren’t given the distribution of the population, but because the sample size
\( n = 50 \) exceeds 30, we use the central limit theorem and conclude that the dis-
tribution of sample means is a normal distribution with these parameters:

\[
\mu_x = \mu = 0.75 \quad \text{(by assumption)}
\]

\[
\sigma_x = \frac{\sigma}{\sqrt{n}} = \frac{0.0123}{\sqrt{50}} = 0.001739
\]

Figure 6-20 shows the shaded area corresponding to the probability that 50 screws
have a mean of 0.7468 in. or less. We can find the shaded area by using the same
procedures developed in Section 6-3. To use Table A-2, we first find the \( z \) score:

\[
z = \frac{x - \mu}{\sigma_x} = \frac{0.7468 - 0.75}{0.001739} = 1.84
\]

Referring to Table A-2, we find that \( z = -1.84 \) corresponds to a cumulative left
area of 0.0329. The probability of getting a sample mean of 0.7468 in. or less is
0.0329.

b. The probability of getting a sample mean that is “at least as extreme as the given
sample mean” is twice the probability found in part (a), so that probability is
\( 2 \times 0.0329 = 0.0658 \).

c. The result from part (b) shows that there is a 0.0658 probability of getting a sam-
ple mean that is at least as extreme as the given sample mean. Using a 0.05 cutoff
probability for distinguishing between usual events and unusual events, we see
that the probability of 0.0658 exceeds 0.05, so the sample mean is not unusual.
Consequently, we conclude that the given sample mean does not miss the labeled
mean of 0.75 in. by a substantial amount. The labeling of 3/4 in. or 0.75 in.
appears to be justified.
The reasoning in Examples 3 and 4 is the type of reasoning used in *hypothesis testing*, to be introduced in Chapter 8. For now, we focus on the use of the central limit theorem for finding the indicated probabilities, but we should recognize that this theorem will be used later in developing some very important concepts in statistics.

**Correction for a Finite Population**

In applying the central limit theorem, our use of \( \sigma_{\bar{x}} = \sigma / \sqrt{n} \) assumes that the population has infinitely many members. When we sample with replacement (that is, put back each selected item before making the next selection), the population is effectively infinite. Yet many realistic applications involve sampling without replacement, so successive samples depend on previous outcomes. In manufacturing, quality-control inspectors typically sample items from a finite production run without replacing them. For such a finite population, we may need to adjust \( \sigma_{\bar{x}} \). Here is a common rule of thumb:

When sampling without replacement and the sample size \( n \) is greater than 5% of the finite population size \( N \) (that is, \( n > 0.05N \)), adjust the standard deviation of sample means \( \sigma_{\bar{x}} \) by multiplying it by the *finite population correction factor*:

\[
\sqrt{\frac{N - n}{N - 1}}
\]

Except for Exercises 22 and 23, the examples and exercises in this section assume that the finite population correction factor does not apply, because we are sampling with replacement, or the population is infinite, or the sample size doesn’t exceed 5% of the population size.

The central limit theorem allows us to use the basic normal distribution methods in a wide variety of different circumstances. In Chapter 7 we will apply the theorem when we use sample data to estimate means of populations. In Chapter 8 we will apply it when we use sample data to test claims made about population means. Table 6-7 summarizes the conditions in which we can and cannot use the normal distribution.

<table>
<thead>
<tr>
<th>Population (with mean ( \mu ) and standard deviation ( \sigma ))</th>
<th>Distribution of Sample Means</th>
<th>Mean of the Sample Means</th>
<th>Standard Deviation of the Sample Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Normal (for any sample size ( n ))</td>
<td>( \mu_{\bar{x}} = \mu )</td>
<td>( \sigma_{\bar{x}} = \frac{\sigma}{\sqrt{n}} )</td>
</tr>
<tr>
<td>Not normal with ( n &gt; 30 )</td>
<td>Normal (approximately)</td>
<td>( \mu_{\bar{x}} = \mu )</td>
<td>( \sigma_{\bar{x}} = \frac{\sigma}{\sqrt{n}} )</td>
</tr>
<tr>
<td>Not normal with ( n \leq 30 )</td>
<td>Not normal</td>
<td>( \mu_{\bar{x}} = \mu )</td>
<td>( \sigma_{\bar{x}} = \frac{\sigma}{\sqrt{n}} )</td>
</tr>
</tbody>
</table>

### 6-5 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Standard Error of the Mean** What is the standard error of the mean?
2. **Small Sample** If selecting samples of size \( n = 2 \) from a population with a known mean and standard deviation, what requirement must be satisfied in order to assume that the distribution of the sample means is a normal distribution?
3. Notation
What does the notation $\mu_x$ represent? What does the notation $\sigma_x$ represent?

4. Distribution of Incomes
Assume that we collect a large ($n > 30$) simple random sample of annual incomes of adults in the United States. Because the sample is large, can we approximate the distribution of those incomes with a normal distribution? Why or why not?

Using the Central Limit Theorem. In Exercises 5–8, assume that SAT scores are normally distributed with mean $\mu = 1518$ and standard deviation $\sigma = 325$ (based on data from the College Board).

5. a. If 1 SAT score is randomly selected, find the probability that it is less than 1500.
   b. If 100 SAT scores are randomly selected, find the probability that they have a mean less than 1500.

6. a. If 1 SAT score is randomly selected, find the probability that it is greater than 1600.
   b. If 64 SAT scores are randomly selected, find the probability that they have a mean greater than 1600.

7. a. If 1 SAT score is randomly selected, find the probability that it is between 1550 and 1575.
   b. If 25 SAT scores are randomly selected, find the probability that they have a mean between 1550 and 1575.
   c. Why can the central limit theorem be used in part (b), even though the sample size does not exceed 30?

8. a. If 1 SAT score is randomly selected, find the probability that it is between 1440 and 1480.
   b. If 16 SAT scores are randomly selected, find the probability that they have a mean between 1440 and 1480.
   c. Why can the central limit theorem be used in part (b), even though the sample size does not exceed 30?

9. Water Taxi Safety
Based on data from the National Health and Nutrition Examination Survey, assume that weights of men are normally distributed with a mean of 172 lb and a standard deviation of 29 lb.

   a. Find the probability that if an individual man is randomly selected, his weight will be greater than 180 lb.
   b. Find the probability that 20 randomly selected men will have a mean weight that is greater than 180 lb.
   c. If 20 men have a mean weight greater than 180 lb, the total weight exceeds the 3500 lb safe capacity of a particular water taxi. Based on the preceding results, is this a safety concern? Why or why not?

10. Mensa
Membership in Mensa requires an IQ score above 131.5. Nine candidates take IQ tests, and their summary results indicated that their mean IQ score is 133. (IQ scores are normally distributed with a mean of 100 and a standard deviation of 15.)

   a. If 1 person is randomly selected from the general population, find the probability of getting someone with an IQ score of at least 133.
   b. If 9 people are randomly selected, find the probability that their mean IQ score is at least 133.
   c. Although the summary results are available, the individual IQ test scores have been lost. Can it be concluded that all 9 candidates have IQ scores above 131.5 so that they are all eligible for Mensa membership?

11. Gondola Safety
A ski gondola in Vail, Colorado, carries skiers to the top of a mountain. It bears a plaque stating that the maximum capacity is 12 people or 2004 lb. That capacity will be exceeded if 12 people have weights with a mean greater than $\frac{2004}{12} = 167$ lb. Because men tend to weigh more than women, a “worst case” scenario involves 12 passengers who are all men. Men have weights that are normally distributed with a mean of 172 lb and a standard deviation of 29 lb (based on data from the National Health Survey).
a. Find the probability that if an individual man is randomly selected, his weight will be greater than 167 lb.
b. Find the probability that 12 randomly selected men will have a mean that is greater than 167 lb (so that their total weight is greater than the gondola maximum capacity of 2004 lb).
c. Does the gondola appear to have the correct weight limit? Why or why not?

12. Effect of Diet on Length of Pregnancy The lengths of pregnancies are normally distributed with a mean of 268 days and a standard deviation of 15 days.

a. If 1 pregnant woman is randomly selected, find the probability that her length of pregnancy is less than 260 days.
b. If 25 randomly selected women are put on a special diet just before they become pregnant, find the probability that their lengths of pregnancy have a mean that is less than 260 days (assuming that the diet has no effect).
c. If the 25 women do have a mean of less than 260 days, does it appear that the diet has an effect on the length of pregnancy, and should the medical supervisors be concerned?

13. Blood Pressure For women aged 18–24, systolic blood pressures (in mm Hg) are normally distributed with a mean of 114.8 and a standard deviation of 13.1 (based on data from the National Health Survey). Hypertension is commonly defined as a systolic blood pressure above 140.

a. If a woman between the ages of 18 and 24 is randomly selected, find the probability that her systolic blood pressure is greater than 140.
b. If 4 women in that age bracket are randomly selected, find the probability that their mean systolic blood pressure is greater than 140.
c. Given that part (b) involves a sample size that is not larger than 30, why can the central limit theorem be used?
d. If a physician is given a report stating that 4 women have a mean systolic blood pressure below 140, can she conclude that none of the women have hypertension (with a blood pressure greater than 140)?

14. Designing Motorcycle Helmets Engineers must consider the breadths of male heads when designing motorcycle helmets. Men have head breadths that are normally distributed with a mean of 6.0 in. and a standard deviation of 1.0 in. (based on anthropometric survey data from Gordon, Churchill, et al.).

a. If one male is randomly selected, find the probability that his head breadth is less than 6.2 in.
b. The Safeguard Helmet company plans an initial production run of 100 helmets. Find the probability that 100 randomly selected men have a mean head breadth less than 6.2 in.
c. The production manager sees the result from part (b) and reasons that all helmets should be made for men with head breadths less than 6.2 in., because they would fit all but a few men. What is wrong with that reasoning?

15. Doorway Height The Boeing 757-200 ER airliner carries 200 passengers and has doors with a height of 72 in. Heights of men are normally distributed with a mean of 69.0 in. and a standard deviation of 2.8 in.

a. If a male passenger is randomly selected, find the probability that he can fit through the doorway without bending.
b. If half of the 200 passengers are men, find the probability that the mean height of the 100 men is less than 72 in.
c. When considering the comfort and safety of passengers, which result is more relevant: The probability from part (a) or the probability from part (b)? Why?
d. When considering the comfort and safety of passengers, why are women ignored in this case?

16. Labeling of M&M Packages M&M plain candies have a mean weight of 0.8565 g and a standard deviation of 0.0518 g (based on Data Set 18 in Appendix B). The M&M candies used in Data Set 18 came from a package containing 465 candies, and the package label stated that the net weight is 396.9 g. (If every package has 465 candies, the mean weight of the candies must exceed \( \frac{396.9}{465} = 0.8535 \) g for the net contents to weigh at least 396.9 g.)

continued
a. If 1 M&M plain candy is randomly selected, find the probability that it weighs more than 0.8535 g.
b. If 465 M&M plain candies are randomly selected, find the probability that their mean weight is at least 0.8535 g.
c. Given these results, does it seem that the Mars Company is providing M&M consumers with the amount claimed on the label?

17. Redesign of Ejection Seats When women were allowed to become pilots of fighter jets, engineers needed to redesign the ejection seats because they had been originally designed for men only. The ACES-II ejection seats were designed for men weighing between 140 lb and 211 lb. The weights of women are normally distributed with a mean of 143 lb and a standard deviation of 29 lb (based on data from the National Health Survey).

a. If 1 woman is randomly selected, find the probability that her weight is between 140 lb and 211 lb.
b. If 36 different women are randomly selected, find the probability that their mean weight is between 140 lb and 211 lb.
c. When redesigning the fighter jet ejection seats to better accommodate women, which probability is more relevant: The result from part (a) or the result from part (b)? Why?

18. Vending Machines Currently, quarters have weights that are normally distributed with a mean of 5.670 g and a standard deviation of 0.062 g. A vending machine is configured to accept only those quarters with weights between 5.550 g and 5.790 g.

a. If 280 different quarters are inserted into the vending machine, what is the expected number of rejected quarters?
b. If 280 different quarters are inserted into the vending machine, what is the probability that the mean falls between the limits of 5.550 g and 5.790 g?
c. If you own the vending machine, which result would concern you more? The result from part (a) or the result from part (b)? Why?

19. Filling Pepsi Cans Cans of regular Pepsi are labeled to indicate that they contain 12 oz. Data Set 17 in Appendix B lists measured amounts for a sample of Pepsi cans. The sample statistics are \( n = 36 \) and \( \bar{x} = 12.29 \) oz. If the Pepsi cans are filled so that \( \mu = 12.00 \) oz (as labeled) and the population standard deviation is \( \sigma = 0.09 \) oz (based on the sample results), find the probability that a sample of 36 cans will have a mean of 12.29 oz or greater. Do these results suggest that the Pepsi cans are filled with an amount greater than 12.00 oz?

20. Body Temperatures Assume that the population of human body temperatures has a mean of 98.6°F, as is commonly believed. Also assume that the population standard deviation is 0.62°F (based on data from University of Maryland researchers). If a sample of size \( n = 106 \) is randomly selected, find the probability of getting a mean temperature of 98.2°F or lower. (The value of 98.2°F was actually obtained; see the midnight temperatures for Day 2 in Data Set 2 of Appendix B.) Does that probability suggest that the mean body temperature is not 98.6°F?

21. Doorway Height The Boeing 757-200 ER airliner carries 200 passengers and has doors with a height of 72 in. Heights of men are normally distributed with a mean of 69.0 in. and a standard deviation of 2.8 in.

a. What doorway height would allow 95% of men to enter the aircraft without bending?
b. Assume that half of the 200 passengers are men. What doorway height satisfies the condition that there is a 0.95 probability that this height is greater than the mean height of 100 men?
c. When designing the Boeing 757-200 ER airliner, which result is more relevant: The height from part (a) or the height from part (b)? Why?
22. Correcting for a Finite Population In a study of Reye's syndrome, 160 children had a mean age of 8.5 years, a standard deviation of 3.96 years, and ages that approximated a normal distribution (based on data from Holtzhauer and others, *American Journal of Diseases of Children*, Vol. 140). Assume that 36 of those children are to be randomly selected for a follow-up study.

a. When considering the distribution of the mean ages for groups of 36 children, should $\sigma_x$ be corrected by using the finite population correction factor? Explain.

b. Find the probability that the mean age of the follow-up sample group is greater than 10.0 years.

23. Correcting for a Finite Population The Newport Varsity Club has 210 members. The weights of members have a distribution that is approximately normal with a mean of 163 lb and a standard deviation of 32 lb. The design for a new club building includes an elevator with a capacity limited to 12 passengers.

a. When considering the distribution of the mean weight of 12 passengers, should $\sigma_x$ be corrected by using the finite population correction factor? Explain.

b. If the elevator is designed to safely carry a load up to 2100 lb, what is the maximum safe mean weight when the elevator has 12 passengers?

c. If the elevator is filled with 12 randomly selected club members, what is the probability that the total load exceeds the safe limit of 2100 lb? Is this probability low enough?

d. What is the maximum number of passengers that should be allowed if we want a 0.999 probability that the elevator will not be overloaded when it is filled with randomly selected club members?

24. Population Parameters Three randomly selected households are surveyed as a pilot project for a larger survey to be conducted later. The numbers of people in the households are 2, 3, and 10 (based on Data Set 22 in Appendix B). Consider the values of 2, 3, and 10 to be a population. Assume that samples of size $n = 2$ are randomly selected without replacement.

a. Find $\mu$ and $\sigma$.

b. After finding all samples of size $n = 2$ that can be obtained without replacement, find the population of all values of $\bar{x}$ by finding the mean of each sample of size $n = 2$.

c. Find the mean $\mu_x$ and standard deviation $\sigma_x$ for the population of sample means found in part (b).

d. Verify that

$$\mu_x = \mu \quad \text{and} \quad \sigma_x = \frac{\sigma}{\sqrt{n}} \sqrt{\frac{N - n}{N - 1}}$$

6-6 Normal as Approximation to Binomial

**Key Concept** In this section we present a method for using a normal distribution as an approximation to a binomial probability distribution. If the conditions $np \geq 5$ and $nq \geq 5$ are both satisfied, then probabilities from a binomial probability distribution can be approximated reasonably well by using a normal distribution with mean $\mu = np$ and standard deviation $\sigma = \sqrt{npq}$. Because a binomial probability distribution typically uses only whole numbers for the random variable $x$, while the normal approximation is continuous, we must use a “continuity correction” with a whole number $x$ represented by the interval from $x - 0.5$ to $x + 0.5$. Note: Instead of using a normal distribution as an approximation to a binomial probability distribution, most practical applications of the binomial distribution can be handled with computer software or a calculator, but this section introduces the principle that a binomial distribution can be approximated by a normal distribution, and that principle will be used in later chapters.

Section 5-3 stated that a *binomial probability distribution* has (1) a fixed number of trials; (2) trials that are independent; (3) trials that are each classified into two
categories commonly referred to as *success* and *failure*; (4) trials with the property that the probability of success remains constant. Also recall this notation:

- \( n = \) the fixed number of trials.
- \( x = \) the specific number of successes in \( n \) trials
- \( p = \) probability of *success* in *one* of the \( n \) trials.
- \( q = \) probability of *failure* in *one* of the \( n \) trials.

Consider this situation: The author was mailed a survey from Viking River Cruises supposedly sent to “a handful of people.” Assume that the survey requested an e-mail address, was sent to 40,000 people, and the percentage of surveys returned with an e-mail address is 3%. Suppose that the true goal of the survey was to acquire a pool of at least 1150 e-mail addresses to be used for aggressive marketing. To find the probability of getting at least 1150 responses with e-mail addresses, we can use the binomial probability distribution with \( n = 40,000, p = 0.03, \) and \( q = 0.97 \). See the accompanying Minitab display showing a graph of the probability for each number of successes from 1100 to 1300, and notice how the graph appears to be a normal distribution, even though the plotted points are from a binomial distribution. (The other values of \( x \) all have probabilities that are very close to zero.) This graph suggests that we can use a normal distribution to approximate the binomial distribution.

### Minitab

![Normal Distribution as an Approximation to the Binomial Distribution](image)

#### Requirements

1. The sample is a simple random sample of size \( n \) from a population in which the proportion of successes is \( p \), or the sample is the result of conducting \( n \) independent trials of a binomial experiment in which the probability of success is \( p \).
2. \( np \geq 5 \) and \( nq \geq 5 \).

#### Normal Approximation

If the above requirements are satisfied, then the probability distribution of the random variable \( x \) can be approximated by a normal distribution with these parameters:

- \( \mu = np \)
- \( \sigma = \sqrt{npq} \)

#### Continuity Correction

When using the normal approximation, adjust the discrete whole number \( x \) by using a *continuity correction*, so that \( x \) is represented by the interval from \( x - 0.5 \) to \( x + 0.5 \).
Note that the requirements include verification of $np \geq 5$ and $nq \geq 5$. The minimum value of 5 is common, but it is not an absolutely rigid value, and a few textbooks use 10 instead. This requirement is included in the following procedure for using a normal approximation to a binomial distribution:

**Procedure for Using a Normal Distribution to Approximate a Binomial Distribution**

1. Verify that both of the preceding requirements are satisfied. (If these requirements are not both satisfied, then you must use computer software, or a calculator, or Table A-1, or calculations using the binomial probability formula.)

2. Identify the discrete whole number $x$ that is relevant to the binomial probability problem. (For example, if you’re trying to find the probability of getting at least 1150 successes among 40,000 trials (as in Example 1), the discrete whole number of concern is $x = 1150$. First focus on the value of 1150 itself, and temporarily ignore whether you want at least 1150, more than 1150, fewer than 1150, at most 1150, or exactly 1150.)

3. Draw a normal distribution centered about $\mu$, then draw a vertical strip area centered over $x$. Mark the left side of the strip with the number equal to $x - 0.5$, and mark the right side with the number equal to $x + 0.5$. (With $x = 1150$, for example, draw a strip from 1149.5 to 1150.5.) Consider the entire area of the entire strip to represent the probability of the discrete whole number $x$ itself.

4. Now determine whether the value of $x$ itself should be included in the probability you want. (For example, “at least $x$” does include $x$ itself, but “more than $x$” does not include $x$ itself.) Next, determine whether you want the probability of at least $x$, at most $x$, more than $x$, fewer than $x$, or exactly $x$. Shade the area to the right or left of the strip, as appropriate; also shade the interior of the strip if and only if $x$ itself is to be included. This total shaded region corresponds to the probability being sought.

5. Using either $x - 0.5$ or $x + 0.5$ in place of $x$, find the area of the shaded region from Step 5 as follows: First, find the $z$ score: $z = (x - \mu)/\sigma$ (with either $x - 0.5$ or $x + 0.5$ used in place of $x$). Second, use that $z$ score to find the area to the left of the adjusted value of $x$. Third, that cumulative left area can now be used to identify the shaded area corresponding to the desired probability.

---

**Example 1** Mail Survey The author was mailed a survey from Viking River Cruises, and the survey included a request for an e-mail address. Assume that the survey was sent to 40,000 people and that for such surveys, the percentage of responses with an e-mail address is 3%. If the true goal of the survey was to acquire a bank of at least 1150 e-mail addresses, find the probability of getting at least 1150 responses with e-mail addresses.

**Solution** The given problem involves a binomial distribution with a fixed number of trials ($n = 40,000$), which are independent. There are two categories for each survey: a response is obtained with an e-mail address or it is not. The probability of success ($p = 0.03$) presumably remains constant from trial to trial. Calculations with the binomial probability formula are not practical, because we would have to apply it...
38,851 times, once for each value of $x$ from 1150 to 40,000 inclusive. Calculators cannot handle the first calculation for the probability of exactly 1150 success. (Some calculators provide a result, but they use an approximation method instead of an exact calculation.) The best strategy is to proceed with the six-step approach of using a normal distribution to approximate the binomial distribution.

**Step 1:** Requirement check: Although it is unknown how the survey subjects were selected, we will proceed under the assumption that we have a simple random sample. We must verify that it is reasonable to approximate the binomial distribution by the normal distribution because $np \geq 5$ and $nq \geq 5$. With $n = 40,000$, $p = 0.03$, and $q = 1 - p = 0.97$, we verify the required conditions as follows:

\[
np = 40,000 \cdot 0.03 = 1200 \quad \text{(Therefore } np \geq 5.\text{)}
\]
\[
nq = 40,000 \cdot 0.97 = 38,800 \quad \text{(Therefore } nq \geq 5.\text{)}
\]

**Step 2:** We now proceed to find the values for the parameters $\mu$ and $\sigma$ that are needed for the normal distribution. We get the following:

\[
\mu = np = 40,000 \cdot 0.03 = 1200
\]
\[
\sigma = \sqrt{npq} = \sqrt{40,000 \cdot 0.03 \cdot 0.97} = 34.117444
\]

**Step 3:** We want the probability of at least 1150 responses with e-mail addresses, so $x = 1150$ is the discrete whole number relevant to this example.

**Step 4:** See Figure 6-21, which shows a normal distribution with mean $\mu = 1200$ and standard deviation $\sigma = 34.117444$. Figure 6-21 also shows the vertical strip from 1149.5 to 1150.5.

**Step 5:** We want to find the probability of getting at least 1150 responses with e-mail addresses, so we want to shade the vertical strip representing 1150 as well as the area to its right. The desired area is shaded in green in Figure 6-21.

**Step 6:** We want the area to the right of 1149.5 in Figure 6-21, so the $z$ score is found by using the values of $\mu$ and $\sigma$ from Step 2 and the boundary value of 1149.5 as follows:

\[
z = \frac{x - \mu}{\sigma} = \frac{1149.5 - 1200}{34.117444} = -1.48
\]

Using Table A-2, we find that $z = -1.48$ corresponds to an area of 0.0694, so the shaded region in Figure 6-21 is $1 - 0.0694 = 0.9306$.

![Figure 6-21 Finding the Probability of “at Least 1150 Successes” among 40,000 Trials](image-url)
There is a 0.9306 probability of getting at least 1150 responses with e-mail addresses among the 40,000 surveys that were mailed. This probability is high enough to conclude that it is very likely that Viking Cruises will attain their goal of at least 1150 responses with e-mail addresses.

If the Viking River Cruises uses a sampling method that does not provide a simple random sample, then the resulting probability of 0.9306 might be very wrong. For example, if they surveyed only past customers, they might be more likely to get a higher response rate, so the preceding calculations might be incorrect. We should never forget the importance of a suitable sampling method.

### Continuity Correction

The procedure for using a normal distribution to approximate a binomial distribution includes a continuity correction, defined as follows.

When we use the normal distribution (which is a continuous probability distribution) as an approximation to the binomial distribution (which is discrete), a continuity correction is made to a discrete whole number \( x \) in the binomial distribution by representing the discrete whole number \( x \) by the interval from \( x - 0.5 \) to \( x + 0.5 \) (that is, adding and subtracting 0.5).

In the above six-step procedure for using a normal distribution to approximate a binomial distribution, Steps 3 and 4 incorporate the continuity correction. (See Steps 3 and 4 in the solutions to Examples 1 and 2.)

To see examples of continuity corrections, see the common cases illustrated in Figure 6-22. Those cases correspond to the statements in the following list.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>At least 8 (includes 8 and above)</td>
<td>To the right of 7.5</td>
</tr>
<tr>
<td>More than 8 (doesn’t include 8)</td>
<td>To the right of 8.5</td>
</tr>
<tr>
<td>At most 8 (includes 8 and below)</td>
<td>To the left of 8.5</td>
</tr>
<tr>
<td>Fewer than 8 (doesn’t include 8)</td>
<td>To the left of 7.5</td>
</tr>
<tr>
<td>Exactly 8</td>
<td>Between 7.5 and 8.5</td>
</tr>
</tbody>
</table>

### Example 2 Internet Penetration Survey

A recent Pew Research Center survey showed that among 2822 randomly selected adults, 2060 (or 73%) stated that they are Internet users. If the proportion of all adults using the Internet is actually 0.75, find the probability that a random sample of 2822 adults will result in exactly 2060 Internet users.

We have \( n = 2822 \) independent survey subjects, and \( x = 2060 \) of them are Internet users. We assume that the population proportion is \( p = 0.75 \), so it follows that \( q = 0.25 \). We will use a normal distribution to approximate the binomial distribution.

---

continued
**Step 1:** We begin by checking the requirements. The Pew Research Center has a reputation for sound survey techniques, so it is reasonable to treat the sample as a simple random sample. We now check the requirements that \( np \geq 5 \) and \( nq \geq 5 \):

\[
np = 2822 \cdot 0.75 = 2116.5 \quad \text{(Therefore } np \geq 5 \text{.)}
\]
\[
nq = 2822 \cdot 0.25 = 705.5 \quad \text{(Therefore } nq \geq 5 \text{.)}
\]

**Step 2:** We now find the values for \( \mu \) and \( \sigma \). We get the following:

\[
\mu = np = 2822 \cdot 0.75 = 2116.5
\]
\[
\sigma = \sqrt{npq} = \sqrt{2822 \cdot 0.75 \cdot 0.25} = 23.002717
\]

**Step 3:** We want the probability of exactly 2060 Internet users, so the discrete whole number relevant to this example is 2060.

**Step 4:** See Figure 6-23, which is a normal distribution with mean \( \mu = 2116.5 \) and standard deviation \( \sigma = 23.002717 \). Also, Figure 6-23 includes a vertical strip from 2059.5 to 2060.5, which represents the probability of exactly 2060 Internet users.

**Step 5:** Because we want the probability of exactly 2060 Internet users, we want the shaded area shown in Figure 6-23.

**Step 6:** To find the shaded region in Figure 6-23, first find the total area to the left of 2060.5, and then find the total area to the left of 2059.5. Then find the difference between those two areas. Let's begin with the total area to the left of 2060.5. If using Table A-2, we must first find the \( z \) score corresponding to 2060.5. We get

\[
z = \frac{2060.5 - 2116.5}{23.002717} = -2.43
\]

We use Table A-2 to find that \( z = -2.43 \) corresponds to a probability of 0.0075, which is the total area to the left of 2060.5. Now we find the area to the left of 2059.5 by first finding the \( z \) score corresponding to 2059.5:

\[
z = \frac{2059.5 - 2116.5}{23.002717} = -2.48
\]

We use Table A-2 to find that \( z = -2.48 \) corresponds to a probability of 0.0066, which is the total area to the left of 2059.5. The shaded area is 0.0075 - 0.0066 = 0.0009.

![Figure 6-23 Using the Continuity Correction](image-url)
If we assume that 75% of all adults use the Internet, the probability of getting exactly 2060 Internet users among 2822 randomly selected adults is 0.0009. (Using technology, the probability is 0.000872.) This probability tells us that if the percentage of Internet users in the adult population is 75%, then it is highly unlikely that we will get exactly 2060 Internet users when we survey 2822 adults. Actually, when surveying 2822 adults, the probability of any single number of Internet users will be very small.

**Interpreting Results**

When we use a normal distribution as an approximation to a binomial distribution, our ultimate goal is not simply to find a probability number. We often need to make some judgment based on the probability value. The following criterion (from Section 5-2) describes the use of probabilities for distinguishing between results that could easily occur by chance and those results that are highly unusual.

**Using Probabilities to Determine When Results Are Unusual**

- **Unusually high:** \( x \) successes among \( n \) trials is an unusually high number of successes if \( P(x \text{ or more}) \) is very small (such as 0.05 or less).
- **Unusually low:** \( x \) successes among \( n \) trials is an unusually low number of successes if \( P(x \text{ or fewer}) \) is very small (such as 0.05 or less).

**The Role of the Normal Approximation**

Almost all practical applications of the binomial probability distribution can now be handled well with computer software or a TI-83/84 Plus calculator. In this section we presented methods for using a normal approximation method instead of software, but, more importantly, we illustrated the principle that under appropriate circumstances, the binomial probability distribution can be approximated by a normal distribution. Later chapters will include procedures based on the use of a normal distribution as an approximation to a binomial distribution, so this section forms a foundation for those important procedures.

**6-6 Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. **Proportions in Television** Nielsen Media Research conducts surveys to determine the proportion of households tuned to television shows. Assume that a different random sample of 5000 households is obtained each week. If the proportion of households tuned to 60 Minutes is recorded for each Sunday during the course of two years, and the proportions are depicted in a histogram, what is the approximate shape of the histogram? Why?

2. **Continuity Correction** The Wechsler test is used to measure IQ scores. It is designed so that the mean IQ score is 100 and the standard deviation is 15. It is known that IQ scores have a normal distribution. Assume that we want to find the probability that a randomly selected person has an IQ equal to 107. What is the continuity correction, and how would it be applied in finding that probability?

3. **Gender Selection** The Genetics & IVF Institute has developed methods for helping couples determine the gender of their children. For comparison, a large sample of randomly selected families with four children is obtained, and the proportion of girls in each family is recorded. Is the normal distribution a good approximation of the distribution of those proportions? Why or why not?
4. **μ and σ** Multiple choice test questions are commonly used for standardized tests, including the SAT, ACT, and LSAT. When scoring such questions, it is common to compensate for guessing. If a test consists of 100 multiple choice questions, each with possible answers of a, b, c, d, e, and each question has only one correct answer, find μ and σ for the number of correct answers provided by someone who makes random guesses. What do μ and σ measure?

**Applying Continuity Correction.** In Exercises 5–12, the given values are discrete. Use the continuity correction and describe the region of the normal distribution that corresponds to the indicated probability. For example, the probability of “more than 20 defective items” corresponds to the area of the normal curve described with this answer: “the area to the right of 20.5.”

5. Probability of more than 8 Senators who are women
6. Probability of at least 2 traffic tickets this year
7. Probability of fewer than 5 passengers who do not show up for a flight
8. Probability that the number of students who are absent is exactly 4
9. Probability of no more than 15 peas with green pods
10. Probability that the number of defective computer power supplies is between 12 and 16 inclusive
11. Probability that the number of job applicants late for interviews is between 5 and 9 inclusive
12. Probability that exactly 24 felony indictments result in convictions

**Using Normal Approximation.** In Exercises 13–16, do the following: (a) Find the indicated binomial probability by using Table A-1 in Appendix A. (b) If np ≥ 5 and nq ≥ 5, also estimate the indicated probability by using the normal distribution as an approximation to the binomial distribution; if np < 5 or nq < 5, then state that the normal approximation is not suitable.

13. With n = 10 and p = 0.5, find P(3).
14. With n = 12 and p = 0.8, find P(9).
15. With n = 8 and p = 0.9, find P(at least 6).
16. With n = 15 and p = 0.4, find P(fewer than 3).

17. **Mail Survey** In Example 1 it was noted that the author was mailed a survey from Viking River Cruises, and it included a request for an e-mail address. As in Example 1, assume that the survey was sent to 40,000 people and that for such surveys, the percentage of responses with an e-mail address is 3%. If the goal of the survey was to acquire a bank of at least 1300 e-mail addresses, find the probability of getting at least 1300 responses with e-mail addresses. Is it likely that the goal will be reached?

18. **Internet Penetration Survey** In Example 2, it was noted that a recent Pew Research Center survey showed that among 2822 randomly selected adults, 2060 (or 73%) stated that they are Internet users. A technology specialist claims that 75% of adults use the Internet, and the results from the survey show a lower percentage because of the random chance variation in surveys. Assuming that the 75% rate is correct, is a result of 2060 Internet users an unusually low number when 2822 adults are randomly selected? Explain.

19. **Gender Selection** The Genetics & IVF Institute developed its XSORT method to increase the probability of conceiving a girl. Among 574 women using that method, 525 had baby girls. Assuming that the method has no effect so that boys and girls are equally likely, find the probability of getting at least 525 girls among 574 babies. Does the result suggest that the XSORT method is effective? Why or why not?

20. **Gender Selection** The Genetics & IVF Institute developed its YSORT method to increase the probability of conceiving a boy. Among 152 women using that method, 127 had baby boys. Assuming that the method has no effect so that boys and girls are equally likely, find the probability of getting at least 127 boys among 152 babies. Does the result suggest that the YSORT method is effective? Why or why not?
21. Mendel’s Hybridization Experiment

When Mendel conducted his famous hybridization experiments, he used peas with green pods and yellow pods. One experiment involved crossing peas in such a way that 25% (or 145) of the 580 offspring peas were expected to have yellow pods. Instead of getting 145 peas with yellow pods, he obtained 152. Assume that Mendel’s 25% rate is correct.

a. Find the probability that among the 580 offspring peas, exactly 152 have yellow pods.

b. Find the probability that among the 580 offspring peas, at least 152 have yellow pods.

c. Which result is useful for determining whether Mendel’s claimed rate of 25% is incorrect? (Part (a) or part (b)?)

d. Is there strong evidence to suggest that Mendel’s rate of 25% is incorrect?

22. Voters Lying?

In a survey of 1002 people, 701 said that they voted in a recent presidential election (based on data from ICR Research Group). Voting records show that 61% of eligible voters actually did vote. Given that 61% of eligible voters actually did vote, find the probability that among 1002 randomly selected eligible voters, at least 701 actually did vote. What does the result suggest?

23. Cell Phones and Brain Cancer

In a study of 420,095 cell phone users in Denmark, it was found that 135 developed cancer of the brain or nervous system. Assuming that the use of cell phones has no effect on developing such cancers, there is a 0.000340 probability of a person developing cancer of the brain or nervous system. We therefore expect about 143 cases of such cancer in a group of 420,095 randomly selected people. Estimate the probability of 135 or fewer cases of such cancer in a group of 420,095 people. What do these results suggest about media reports that cell phones cause cancer of the brain or nervous system?

24. Employee Hiring

There is an 80% chance that a prospective employer will check the educational background of a job applicant (based on data from the Bureau of National Affairs, Inc.). For 100 randomly selected job applicants, find the probability that exactly 85 have their educational backgrounds checked.

25. Universal Donors

Six percent of typical people have blood that is group O and type Rh-. These people are considered to be universal donors, because they can give blood to anyone. Providence Memorial Hospital is conducting a blood drive because it needs blood from at least 10 universal donors. If 200 volunteers donate blood, what is the probability that the number of universal donors is at least 10? Is the pool of 200 volunteers likely to be sufficient?

26. Acceptance Sampling

With the procedure called acceptance sampling, a sample of items is randomly selected and the entire batch is either rejected or accepted, depending on the results. The Telektronics Company has just manufactured a large batch of backup power supply units for computers, and 7.5% of them are defective. If the acceptance sampling plan is to randomly select 80 units and accept the whole batch if at most 4 units are defective, what is the probability that the entire batch will be accepted? Based on the result, does the Telektronics Company have quality control problems?

27. M&M Candies: Are 24% Blue?

According to Mars (the candy company, not the planet), 24% of M&M plain candies are blue. Data Set 18 in Appendix B shows that among 100 M&Ms chosen, 27 are blue. Assuming that the claimed blue M&Ms rate of 24% is correct, find the probability of randomly selecting 100 M&Ms and getting 27 or more that are blue. Based on the result, is 27 an unusually high number of blue M&Ms when 100 are randomly selected?

28. Detecting Fraud

When working for the Brooklyn District Attorney, investigator Robert Burton analyzed the leading digits of amounts on checks from companies that were suspected of fraud. Among 784 checks, 479 had amounts with leading digits of 5, but checks issued in the normal course of honest transactions were expected to have 7.9% of the checks with amounts having leading digits of 5. Is there strong evidence to indicate that the check amounts are significantly different from amounts that are normally expected? Explain?

29. Cholesterol Reducing Drug

The probability of flu symptoms for a person not receiving any treatment is 0.019. In a clinical trial of Lipitor (atorvastatin), a drug commonly used to lower cholesterol, 863 patients were given a treatment of 10-mg atorvastatin tablets, and 19 of those patients experienced flu symptoms (based on data from Pfizer, Inc.). Assuming that these tablets have no effect on flu symptoms, estimate the probability that at least 19 of 863 people experience flu symptoms. What do these results suggest about flu symptoms as an adverse reaction to the drug?
30. Polygraph Accuracy  Polygraph experiments conducted by researchers Charles R. Honts (Boise State University) and Gordon H. Barland (Department of Defense Polygraph Institute) showed that among 57 polygraph indications of a lie, the truth was told 15 times, so the proportion of false positive results among the 57 positive results is \( \frac{15}{57} \). Assuming that the polygraph makes random guesses, determine whether 15 is an unusually low number of false positive results among the 57 positive results. Does the polygraph appear to be making random guesses? Explain.

31. Overbooking a Boeing 767-300  A Boeing 767-300 aircraft has 213 seats. When someone buys a ticket for a flight, there is a 0.0995 probability that the person will not show up for the flight (based on data from an IBM research paper by Lawrence, Hong, and Cherrier). A ticket agent accepts 236 reservations for a flight that uses a Boeing 767-300. Find the probability that not enough seats will be available. Is this probability low enough so that overbooking is not a real concern?

32. Passenger Load on a Boeing 767-300  An American Airlines Boeing 767-300 aircraft has 213 seats. When fully loaded with passengers, baggage, cargo, and fuel, the pilot must verify that the gross weight is below the maximum allowable limit, and the weight must be properly distributed so that the balance of the aircraft is within safe acceptable limits. When considering the weights of passengers, their weights are estimated according to Federal Aviation Administration rules. Men have a mean weight of 172 lb, whereas women have a mean weight of 143 lb, so disproportionately more male passengers might result in an unsafe overweight situation. Assume that if there are at least 122 men in a roster of 213 passengers, the load must be somehow adjusted. Assume that passengers are booked randomly, and that male passengers and female passengers are equally likely. If the aircraft is full of adults, find the probability that a Boeing 767-300 with 213 passengers has at least 122 men. Based on the result, does it appear that the load must be adjusted often?

6-6  Beyond the Basics

33. Gambling Strategy  Marc Taylor plans to place 200 bets of $5 each on a game at the Mirage casino in Las Vegas.

a. One strategy is to bet on the number 7 at roulette. A win pays off with odds of 35:1 and, on any one spin, there is a probability of \( \frac{1}{38} \) that 7 will be the winning number. Among the 200 bets, what is the minimum number of wins needed for Marc to make a profit? Find the probability that Marc will make a profit.

b. Another strategy is to bet on the pass line in the dice game of craps. A win pays off with odds of 1:1 and, on any one game, there is a probability of \( \frac{244}{495} \) that he will win. Among the 200 bets, what is the minimum number of wins needed for Marc to make a profit? Find the probability that Marc will make a profit.

c. Based on the preceding results, which game is the better “investment”: The roulette game from part (a) or the craps game from part (b)? Why?

34. Overbooking a Boeing 767-300  A Boeing 767-300 aircraft has 213 seats. When someone buys a ticket for an airline flight, there is a 0.0995 probability that the person will not show up for the flight (based on data from an IBM research paper by Lawrence, Hong, and Cherrier). How many reservations could be accepted for a Boeing 767-300 for there to be at least a 0.95 probability that all reservation holders who show will be accommodated?

35. Joltin’ Joe  Assume that a baseball player hits .350, so his probability of a hit is 0.350. (Ignore the complications caused by walks.) Also assume that his hitting attempts are independent of each other.

a. Find the probability of at least 1 hit in 4 tries in a single game.

b. Assuming that this batter gets up to bat 4 times each game, find the probability of getting a total of at least 56 hits in 56 games.

c. Assuming that this batter gets up to bat 4 times each game, find the probability of at least 1 hit in each of 56 consecutive games (Joe DiMaggio’s 1941 record).
d. What minimum batting average would be required for the probability in part (c) to be greater than 0.1?

36. Normal Approximation Required This section included the statement that almost all practical applications of the binomial probability distribution can now be handled well with computer software or a TI-83/84 Plus calculator. Using specific computer software or a TI-83/84 Plus calculator, identify a case in which the technology fails so that a normal approximation to a binomial distribution is required.

6-7 Assessing Normality

Key Concept The following chapters describe statistical methods requiring that the data are a simple random sample from a population having a normal distribution. In this section we present criteria for determining whether the requirement of a normal distribution is satisfied. The criteria involve (1) visual inspection of a histogram to see if it is roughly bell-shaped; (2) identifying any outliers; (3) constructing a graph called a normal quantile plot.

Part 1: Basic Concepts of Assessing Normality

We begin with the definition of a normal quantile plot.

**Definition**

A normal quantile plot (or normal probability plot) is a graph of points \((x, y)\) where each \(x\) value is from the original set of sample data, and each \(y\) value is the corresponding \(z\) score that is a quantile value expected from the standard normal distribution.

**Procedure for Determining Whether It Is Reasonable to Assume that Sample Data Are From a Normally Distributed Population**

1. **Histogram**: Construct a histogram. Reject normality if the histogram departs dramatically from a bell shape.

2. **Outliers**: Identify outliers. Reject normality if there is more than one outlier present. (Just one outlier could be an error or the result of chance variation, but be careful, because even a single outlier can have a dramatic effect on results.)

3. **Normal quantile plot**: If the histogram is basically symmetric and there is at most one outlier, use technology to generate a normal quantile plot. Use the following criteria to determine whether or not the distribution is normal. (These criteria can be used loosely for small samples, but they should be used more strictly for large samples.)

   **Normal Distribution**: The population distribution is normal if the pattern of the points is reasonably close to a straight line and the points do not show some systematic pattern that is not a straight-line pattern.

   **Not a Normal Distribution**: The population distribution is *not* normal if either or both of these two conditions applies:
   - The points do not lie reasonably close to a straight line.
   - The points show some systematic pattern that is not a straight-line pattern.

Later in this section we will describe the actual process of constructing a normal quantile plot, but for now we focus on interpreting such a plot.
Determining Normality  The accompanying displays show histograms of data along with the corresponding normal quantile plots.

**Normal:** The first case shows a histogram of IQ scores that is close to being bell-shaped, so the histogram suggests that the IQ scores are from a normal distribution. The corresponding normal quantile plot shows points that are reasonably close to a straight-line pattern, and the points do not show any other systematic pattern that is not a straight line. It is safe to assume that these IQ scores are from a normally distributed population.

**Uniform:** The second case shows a histogram of data having a uniform distribution. The corresponding normal quantile plot suggests that the points are not normally distributed because the points show a systematic pattern that is not a straight-line pattern. These sample values are not from a population having a normal distribution.

**Skewed:** The third case shows a histogram of the amounts of rainfall (in inches) in Boston for every Monday during one year. (See Data Set 14 in Appendix B.) The shape of the histogram is skewed, not bell-shaped. The corresponding normal quantile plot shows points that are not at all close to a straight-line pattern. These rainfall amounts are not from a population having a normal distribution.
Here are some important comments about procedures for determining whether data are from a normally distributed population:

- If the requirement of a normal distribution is not too strict, examination of a histogram and consideration of outliers may be all that you need to assess normality.
- Normal quantile plots can be difficult to construct on your own, but they can be generated with a TI-83/84 Plus calculator or suitable computer software, such as STATDISK, SPSS, SAS, Minitab, and Excel.
- In addition to the procedures discussed in this section, there are other more advanced procedures for assessing normality, such as the chi-square goodness-of-fit test, the Kolmogorov-Smirnov test, the Lilliefors test, the Anderson-Darling test, and the Ryan-Joiner test (discussed briefly in Part 2).

**Part 2: Beyond the Basics of Assessing Normality**

The following is a relatively simple procedure for manually constructing a normal quantile plot, and it is the same procedure used by STATDISK and the TI-83/84 Plus calculator. Some statistical packages use various other approaches, but the interpretation of the graph is basically the same.

**Manual Construction of a Normal Quantile Plot**

**Step 1.** First sort the data by arranging the values in order from lowest to highest.

**Step 2.** With a sample of size \( n \), each value represents a proportion of \( 1/n \) of the sample. Using the known sample size \( n \), identify the areas of \( 1/2n, 3/2n, \) and so on. These are the cumulative areas to the left of the corresponding sample values.

**Step 3.** Use the standard normal distribution (Table A-2 or software or a calculator) to find the \( z \) scores corresponding to the cumulative left areas found in Step 2. (These are the \( z \) scores that are expected from a normally distributed sample.)

**Step 4.** Match the original sorted data values with their corresponding \( z \) scores found in Step 3, then plot the points \((x, y)\), where each \( x \) is an original sample value and \( y \) is the corresponding \( z \) score.

**Step 5.** Examine the normal quantile plot and determine whether or not the distribution is normal.

**Example 2**

**Movie Lengths** Data Set 9 in Appendix B includes lengths (in minutes) of randomly selected movies. Let’s consider only the first 5 movie lengths: 110, 96, 170, 125, 119. With only 5 values, a histogram will not be very helpful in revealing the distribution of the data. Instead, construct a normal quantile plot for these 5 values and determine whether they appear to come from a population that is normally distributed.

**Solution**

The following steps correspond to those listed in the above procedure for constructing a normal quantile plot.

**Step 1.** First, sort the data by arranging them in order. We get 96, 110, 119, 125, 170.
Step 2. With a sample of size \( n = 5 \), each value represents a proportion of \( 1/5 \) of the sample, so we proceed to identify the cumulative areas to the left of the corresponding sample values. The cumulative left areas, which are expressed in general as \( 1/2n \), \( 3/2n \), \( 5/2n \), \( 7/2n \), and so on, become these specific areas for this example with \( n = 5 \): \( 1/10 \), \( 3/10 \), \( 5/10 \), \( 7/10 \), and \( 9/10 \). The cumulative left areas expressed in decimal form are 0.1, 0.3, 0.5, 0.7, and 0.9.

Step 3. We now search in the body of Table A-2 for the cumulative left areas of 0.1000, 0.3000, 0.5000, 0.7000, and 0.9000 to find these corresponding \( z \) scores: \(-1.28\), \(-0.52\), 0, 0.52, and 1.28.

Step 4. We now pair the original sorted movie lengths with their corresponding \( z \) scores. We get these \((x, y)\) coordinates which are plotted in the accompanying STATDISK display: (96, \(-1.28\)), (110, \(-0.52\)), (119, 0), (125, 0.52), and (170, 1.28).

We examine the normal quantile plot in the STATDISK display. Because the points appear to lie reasonably close to a straight line and there does not appear to be a systematic pattern that is not a straight-line pattern, we conclude that the sample of five movie lengths appears to come from a normally distributed population.

In the next example, we address the issue of an outlier in a data set.

**Example 3** Movie Lengths Let’s repeat Example 2 after changing one of the values so that it becomes an outlier. Change the highest value of 170 min in Example 2 to a length of 1700 min. (The actual longest movie is *Cure for Insomnia* with a length of 5220 min, or 87 hr.) The accompanying STATDISK display shows the normal quantile plot of these movie lengths: 110, 96, **1700**, 125, 119. Note how that one outlier affects the graph. This normal quantile plot does not result in points with an approximately straight-line pattern. This STATDISK display suggests that the values of 110, 96, 1700, 125, 119 are from a population with a distribution that is **not** a normal distribution.
**Ryan-Joiner Test**  The Ryan-Joiner test is one of several formal tests of normality, each having their own advantages and disadvantages. STATDISK has a feature of Normality Assessment that displays a histogram, normal quantile plot, the number of potential outliers, and results from the Ryan-Joiner test. Information about the Ryan-Joiner test is readily available on the Internet.

**Tobacco in Children’s Movies** Data Set 7 in Appendix B includes the times (in seconds) that the use of tobacco was shown in 50 different animated children’s movies. Shown below is the STATDISK display summarizing results from the feature of Normality Assessment. All of these results suggest that the sample is not from a normally distributed population: (1) The histogram is far from being bell-shaped; (2) the points in the normal quantile plot are far from a straight-line pattern; (3) there appears to be one or more outliers; (4) results from the Ryan-Joiner test indicate that normality should be rejected. The evidence against a normal distribution is strong and consistent.

**Is Parachuting Safe?**

About 30 people die each year as more than 100,000 people make about 2.25 million parachute jumps. In comparison, a typical year includes about 200 scuba diving fatalities, 7000 drownings, 900 bicycle deaths, 800 lightning deaths, and 1150 deaths from bee stings. Of course, these figures don’t necessarily mean that parachuting is safer than bike riding or swimming. A fair comparison should involve fatality rates, not just the total number of deaths.

The author, with much trepidation, made two parachute jumps but quit after missing the spacious drop zone both times. He has also flown in a hang glider, hot air balloon, ultralight, sailplane, and Goodyear blimp.
Data Transformations  Many data sets have a distribution that is not normal, but we can transform the data so that the modified values have a normal distribution. One common transformation is to replace each value of \( x \) with \( \log(x + 1) \). If the distribution of the \( \log(x + 1) \) values is a normal distribution, the distribution of the \( x \) values is referred to as a lognormal distribution. (See Exercise 22.) In addition to replacing each \( x \) value with \( \log(x + 1) \), there are other transformations, such as replacing each \( x \) value with \( \sqrt{x} \), or \( 1/x \), or \( x^2 \). In addition to getting a required normal distribution when the original data values are not normally distributed, such transformations can be used to correct other deficiencies, such as a requirement (found in later chapters) that different data sets have the same variance.

**STATDISK**  STATDISK can be used to generate a normal quantile plot, and the result is consistent with the procedure described in this section. Enter the data in a column of the Sample Editor window. Next, select Data from the main menu bar at the top. Select Normal Quantile Plot to generate the graph. Better yet, select Normality Assessment to obtain the normal quantile plot included in the same display with other results helpful in assessing normality. Proceed to enter the column number for the data, then click Evaluate.

**MINITAB**  Minitab can generate a graph similar to the normal quantile plot described in this section. Minitab’s procedure is somewhat different, but the graph can be interpreted by using the same criteria given in this section. That is, normally distributed data should lie reasonably close to a straight line, and points should not reveal a pattern that is not a straight-line pattern. First enter the values in column C1, then select Stat, Basic Statistics, and Normality Test. Enter C1 for the variable, then click on OK.

Minitab can also generate a graph that includes boundaries. If the points all lie within the boundaries, conclude that the values are normally distributed. If the points lie beyond the boundaries, conclude that the values are not normally distributed. To generate the graph that includes the boundaries, first enter the values in column C1, select the main menu item of Graph, select Probability Plot, then select the option of Simple. Proceed to enter C1 for the variable, then click on OK. The accompanying Minitab display is based on Example 2, and it includes the boundaries.

**EXCEL**  First enter the data in column A. If using Excel 2010 or Excel 2007, click on Add-Ins, then click on DDXL; if using Excel 2003, click on DDXL. Select Charts and Plots, then select the function type of Normal Probability Plot. Click on the pencil icon for “Quantitative Variable,” then enter the range of values, such as A1:A36. Click OK.

**TI-83/84 PLUS**  The TI-83/84 Plus calculator can be used to generate a normal quantile plot, and the result is consistent with the procedure described in this section. First enter the sample data in list L1. Press 2ND Y= (for STAT PLOT), then press ENTER. Select ON, select the “type” item, which is the last item in the second row of options, and enter L1 for the data list. The screen should appear as shown here. After making all selections, press ZOOM, then 9, and the points in the normal quantile plot will be displayed.
6-7 Basic Skills and Concepts

Statistical Literacy and Critical Thinking
1. Normal Quantile Plot What is the purpose of constructing a normal quantile plot?
2. Rejecting Normality Identify two different characteristics of a normal quantile plot, where each characteristic would lead to the conclusion that the data are not from a normally distributed population.
3. Normal Quantile Plot If you select a simple random sample of M&M plain candies and construct a normal quantile plot of their weights, what pattern would you expect in the graph?
4. Criteria for Normality Assume that you have a data set consisting of the ages of all New York City police officers. Examination of a histogram and normal quantile plot are two different ways to assess the normality of that data set. Identify a third way.

Interpreting Normal Quantile Plots. In Exercises 5–8, examine the normal quantile plot and determine whether it depicts sample data from a population with a normal distribution.
5. Old Faithful The normal quantile plot represents duration times (in seconds) of Old Faithful eruptions from Data Set 15 in Appendix B.

STATDISK

6. Heights of Women The normal quantile plot represents heights of women from Data Set 1 in Appendix B.

STATDISK
7. **Weights of Diet Coke** The normal quantile plot represents weights (in pounds) of diet Coke from Data Set 17 in Appendix B.

8. **Telephone Digits** The normal quantile plot represents the last two digits of telephone numbers of survey subjects.

---

**Determining Normality.** In Exercises 9–12, refer to the indicated data set and determine whether the data have a normal distribution. Assume that this requirement is loose in the sense that the population distribution need not be exactly normal, but it must be a distribution that is roughly bell-shaped.

9. **Space Shuttle Flights** The lengths (in hours) of flights of NASA’s Space Transport System (Shuttle) as listed in Data Set 10 in Appendix B.

10. **Astronaut Flights** The numbers of flights by NASA astronauts, as listed in Data Set 10 in Appendix B.

11. **Heating Degree Days** The values of heating degree days, as listed in Data Set 12 in Appendix B.

12. **Generator Voltage** The measured voltage levels from a generator, as listed in Data Set 13 in Appendix B.

**Using Technology to Generate Normal Quantile Plots.** In Exercises 13–16, use the data from the indicated exercise in this section. Use a TI-83/84 Plus calculator or computer software (such as STATDISK, Minitab, or Excel) to generate
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**a normal quantile plot. Then determine whether the data come from a normally distributed population.**

**13. Exercise 9**

**14. Exercise 10**

**15. Exercise 11**

**16. Exercise 12**

**17. Comparing Data Sets** Using the heights of women and the cholesterol levels of women, as listed in Data Set 1 in Appendix B, analyze each of the two data sets and determine whether each appears to come from a normally distributed population. Compare the results and give a possible explanation for any notable differences between the two distributions.

**18. Comparing Data Sets** Using the systolic blood pressure levels and the elbow breadths of women, as listed in Data Set 1 in Appendix B, analyze each of the two data sets and determine whether each appears to come from a normally distributed population. Compare the results and give a possible explanation for any notable differences between the two distributions.

**Constructing Normal Quantile Plots. In Exercises 19 and 20, use the given data values to identify the corresponding z scores that are used for a normal quantile plot. Then construct the normal quantile plot and determine whether the data appear to be from a population with a normal distribution.**


**20. Satellites** A sample of the numbers of satellites in orbit: 158 (United States); 17 (China); 18 (Russia); 15 (Japan); 3 (France); 5 (Germany).

**6-7 Beyond the Basics**

**21. Transformations** The heights (in inches) of men listed in Data Set 1 in Appendix B have a distribution that is approximately normal, so it appears that those heights are from a normally distributed population.

a. If 2 inches is added to each height, are the new heights also normally distributed?

b. If each height is converted from inches to centimeters, are the heights in centimeters also normally distributed?

c. Are the logarithms of normally distributed heights also normally distributed?

**22. Lognormal Distribution** The following values are the times (in days) it took for prototype integrated circuits to fail. Test these values for normality, then replace each $x$ value with $\log (x + 1)$ and test the transformed values for normality. What can you conclude?

- 103 547 106 662 329 510 1169 267 1894 1065
- 1396 307 362 1091 102 3822 547 725 4337 339

**Review**

In this chapter we introduced the normal probability distribution—the most important distribution in the study of statistics.

**Section 6-2** In Section 6-2 we worked with the standard normal distribution, which is a normal distribution having a mean of 0 and a standard deviation of 1. The total area under the density curve of a normal distribution is 1, so there is a convenient correspondence between areas and probabilities. We presented methods for finding areas (or probabilities) that correspond to standard $z$ scores, and we presented important methods for finding standard $z$ scores that correspond to known areas (or probabilities). Values of areas and $z$ scores can be found using Table A-2 or a TI-83/84 Plus calculator or computer software.
Section 6-3  In Section 6-3 we extended the methods from Section 6-2 so that we could work with any normal distribution, not just the standard normal distribution. We presented the standard score \( z = (x - \mu)/\sigma \) for solving problems such as these:

- Given that IQ scores are normally distributed with \( \mu = 100 \) and \( \sigma = 15 \), find the probability of randomly selecting someone with an IQ above 90.
- Given that IQ scores are normally distributed with \( \mu = 100 \) and \( \sigma = 15 \), find the IQ score separating the bottom 85% from the top 15%.

Section 6-4  In Section 6-4 we introduced the concept of a sampling distribution of a statistic. The sampling distribution of the mean is the probability distribution of sample means, with all samples having the same sample size \( n \). The sampling distribution of the proportion is the probability distribution of sample proportions, with all samples having the same sample size \( n \). In general, the sampling distribution of any statistic is the probability distribution of that statistic.

Section 6-5  In Section 6-5 we presented the following conclusions associated with the central limit theorem:

1. The distribution of sample means \( \bar{x} \) will, as the sample size \( n \) increases, approach a normal distribution.
2. The mean of the sample means is the population mean \( \mu \).
3. The standard deviation of the sample means is \( \sigma/\sqrt{n} \).

Section 6-6  In Section 6-6 we noted that a normal distribution can sometimes approximate a binomial probability distribution. If both \( np \geq 5 \) and \( nq \geq 5 \), the binomial random variable \( x \) is approximately normally distributed with the mean and standard deviation given as \( \mu = np \) and \( \sigma = \sqrt{npq} \). Because the binomial probability distribution deals with discrete data and the normal distribution deals with continuous data, we apply the continuity correction, which should be used in normal approximations to binomial distributions.

Section 6-7  In Section 6-7 we presented procedures for determining whether sample data appear to come from a population that has a normal distribution. Some of the statistical methods covered later in this book have a loose requirement of a normally distributed population. In such cases, examination of a histogram and outliers might be all that is needed. In other cases, normal quantile plots might be necessary because of factors such as a small sample or a very strict requirement that the population must have a normal distribution.

Statistical Literacy and Critical Thinking

1. Normal Distribution  What is a normal distribution? What is a standard normal distribution?

2. Normal Distribution  In a study of incomes of individual adults in the United States, it is observed that many people have no income or very small incomes, while there are very few people with extremely large incomes, so a graph of the incomes is skewed instead of being symmetric. A researcher states that because incomes are a normal occurrence, the distribution of incomes is a normal distribution. Is that statement correct? Why or why not?

3. Distribution of Sample Means  In each of the past 50 years, a simple random sample of 36 new movies is selected, and the mean of the 36 movie lengths (in minutes) is calculated. What is the approximate distribution of those sample means?

4. Large Sample  On one cruise of the ship Queen Elizabeth II, 17% of the passengers became ill from Norovirus. America Online conducted a survey about that incident and received 34,358 responses. Given that the sample is so large, can we conclude that this sample is representative of the population?
Chapter Quick Quiz

1. Find the value of $z_{0.03}$.

2. A process consists of rolling a single die 100 times and finding the mean of the 100 outcomes. If that process is repeated many times, what is the approximate distribution of the resulting means? (uniform, normal, Poisson, binomial)

3. What are the values of $\mu$ and $\sigma$ in the standard normal distribution?

4. For the standard normal distribution, find the area to the right of $z = 1.00$.

5. For the standard normal distribution, find the area between the $z$ scores of $-1.50$ and $2.50$.

**In Exercises 6–10, assume that IQ scores are normally distributed with a mean of 100 and a standard deviation of 15.**

6. Find the probability that a randomly selected person has an IQ score less than 115.

7. Find the probability that a randomly selected person has an IQ score greater than 118.

8. Find the probability that a randomly selected person has an IQ score between 88 and 112.

9. If 25 people are randomly selected, find the probability that their mean IQ score is less than 103.

10. If 100 people are randomly selected, find the probability that their mean IQ score is greater than 103.

Review Exercises

Heights. In Exercises 1–4, assume that heights of men are normally distributed with a mean of 69.0 in. and a standard deviation of 2.8 in. Also assume that heights of women are normally distributed with a mean of 63.6 in. and a standard deviation of 2.5 in. (based on data from the National Health Survey).

1. **Bed Length** A day bed is 75 in. long.
   a. Find the percentage of men with heights that exceed the length of a day bed.
   b. Find the percentage of women with heights that exceed the length of a day bed.
   c. Based on the preceding results, comment on the length of a day bed.

2. **Bed Length** In designing a new bed, you want the length of the bed to equal or exceed the height of at least 95% of all men. What is the minimum length of this bed?

3. **Designing Caskets** The standard casket has an inside length of 78 in.
   a. What percentage of men are too tall to fit in a standard casket, and what percentage of women are too tall to fit in a standard casket? Based on those results, does it appear that the standard casket size is adequate?
   b. A manufacturer of caskets wants to reduce production costs by making smaller caskets. What inside length would fit all men except the tallest 1%?

4. **Heights of Rockettes** In order to have a precision dance team with a uniform appearance, height restrictions are placed on the famous Rockette dancers at New York’s Radio City Music Hall. Because women have grown taller over the years, a more recent change now requires that a Rockette dancer must have a height between 66.5 in. and 71.5 in. What percentage of women meet this height requirement? Does it appear that Rockettes are taller than typical women?

5. **Genetics Experiment** In one of Mendel’s experiments with plants, 1064 offspring consisted of 787 plants with long stems. According to Mendel’s theory, 3/4 of the offspring plants should have long stems. Assuming that Mendel’s proportion of 3/4 is correct, find the probability of getting 787 or fewer plants with long stems among 1064 offspring plants.

continued
Based on the result, is 787 offspring plants with long stems unusually low? What does the result imply about Mendel’s claimed proportion of 3/4?

6. Sampling Distributions Assume that the following sample statistics were obtained from a simple random sample. Which of the following statements are true?

a. The sample mean \( \bar{x} \) targets the population mean \( \mu \) in the sense that the mean of all sample means is \( \mu \).

b. The sample proportion \( \hat{p} \) targets the population proportion \( p \) in the sense that the mean of all sample proportions is \( p \).

c. The sample variance \( s^2 \) targets the population variance \( \sigma^2 \) in the sense that the mean of all sample variances is \( \sigma^2 \).

d. The sample median targets the population median in the sense that the mean of all sample medians is equal to the population median.

e. The sample range targets the population range in the sense that the mean of all sample ranges is equal to the range of the population.

7. High Cholesterol Levels The serum cholesterol levels in men aged 18–24 are normally distributed with a mean of 178.1 and a standard deviation of 40.7. Units are in mg/100 mL, and the data are based on the National Health Survey.

a. If 1 man aged 18–24 is randomly selected, find the probability that his serum cholesterol level is greater than 260, a value considered to be “moderately high.”

b. If 1 man aged 18–24 is randomly selected, find the probability that his serum cholesterol level is between 170 and 200.

c. If 9 men aged 18–24 are randomly selected, find the probability that their mean serum cholesterol level is between 170 and 200.

d. The Providence Health Maintenance Organization wants to establish a criterion for recommending dietary changes if cholesterol levels are in the top 3%. What is the cutoff for men aged 18–24?

8. Identifying Gender Discrimination Jennifer Jenson learns that the Newport Temp Agency has hired only 15 women among its last 40 new employees. She also learns that the pool of applicants is very large, with an equal number of qualified men and women. Find the probability that among 40 such applicants, the number of women is 15 or fewer. Based on the result, is there strong evidence to charge that the Newport Temp Agency is discriminating against women?

9. Critical Values

a. Find the standard \( z \) score with a cumulative area to its left of 0.6700.

b. Find the standard \( z \) score with a cumulative area to its right of 0.9960.

c. Find the value of \( z_{0.025} \).

10. Sampling Distributions A large number of simple random samples of size \( n = 85 \) are obtained from a large population of birth weights having a mean of 3420 g and a standard deviation of 495 g. The sample mean \( \bar{x} \) is calculated for each sample.

a. What is the approximate shape of the distribution of the sample means?

b. What is the expected mean of the sample means?

c. What is the expected standard deviation of the sample means?

11. Aircraft Safety Standards Under older Federal Aviation Administration rules, airlines had to estimate the weight of a passenger as 185 lb. (That amount is for an adult traveling in winter, and it includes 20 lb of carry-on baggage.) Current rules require an estimate of 195 lb. Men have weights that are normally distributed with a mean of 172 lb and a standard deviation of 29 lb.

a. If 1 adult male is randomly selected and is assumed to have 20 lb of carry-on baggage, find the probability that his total is greater than 195 lb.

b. If a Boeing 767-300 aircraft is full of 213 adult male passengers and each is assumed to have 20 lb of carry-on baggage, find the probability that the mean passenger weight (including carry-on baggage) is greater than 195 lb. Based on that probability, does a pilot have to be concerned about exceeding this weight limit?
12. Assessing Normality Listed below are the weights (in grams) of a simple random sample of United States one-dollar coins (from Data Set 20 in Appendix B). Do those weights appear to come from a population that has a normal distribution? Why or why not?

<table>
<thead>
<tr>
<th>Weight (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1008</td>
</tr>
<tr>
<td>8.1072</td>
</tr>
<tr>
<td>8.0271</td>
</tr>
<tr>
<td>8.0813</td>
</tr>
<tr>
<td>8.0241</td>
</tr>
<tr>
<td>8.0510</td>
</tr>
<tr>
<td>7.9817</td>
</tr>
<tr>
<td>8.0954</td>
</tr>
<tr>
<td>8.0658</td>
</tr>
<tr>
<td>8.1238</td>
</tr>
<tr>
<td>8.1281</td>
</tr>
<tr>
<td>8.0307</td>
</tr>
<tr>
<td>8.0719</td>
</tr>
<tr>
<td>8.0345</td>
</tr>
<tr>
<td>8.0775</td>
</tr>
<tr>
<td>8.1384</td>
</tr>
<tr>
<td>8.1041</td>
</tr>
<tr>
<td>8.0894</td>
</tr>
<tr>
<td>8.0538</td>
</tr>
<tr>
<td>8.0342</td>
</tr>
</tbody>
</table>

Cumulative Review Exercises

1. Salaries of Coaches Listed below are annual salaries (in thousands of dollars) for a simple random sample of NCAA Division 1-A head football coaches (based on data from the New York Times).

<table>
<thead>
<tr>
<th>Salary (thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td>235</td>
</tr>
<tr>
<td>159</td>
</tr>
<tr>
<td>492</td>
</tr>
<tr>
<td>530</td>
</tr>
<tr>
<td>138</td>
</tr>
<tr>
<td>125</td>
</tr>
<tr>
<td>128</td>
</tr>
<tr>
<td>900</td>
</tr>
<tr>
<td>360</td>
</tr>
<tr>
<td>212</td>
</tr>
</tbody>
</table>

a. Find the mean $\bar{x}$ and express the result in dollars instead of thousands of dollars.
b. Find the median and express the result in dollars instead of thousands of dollars.
c. Find the standard deviation $s$ and express the result in dollars instead of thousands of dollars.
d. Find the variance $s^2$ and express the result in appropriate units.
e. Convert the first salary of $235,000 to a z score.
f. What level of measurement (nominal, ordinal, interval, ratio) describes this data set?
g. Are the salaries discrete data or continuous data?

2. Sampling

a. What is a simple random sample?
b. What is a voluntary response sample, and why is it generally unsuitable for statistical purposes?

3. Clinical Trial of Nasonex In a clinical trial of the allergy drug Nasonex, 2103 adult patients were treated with Nasonex and 14 of them developed viral infections.

a. If two different adults are randomly selected from the treatment group, what is the probability that they both developed viral infections?
b. Assuming that the same proportion of viral infections applies to all adults who use Nasonex, find the probability that among 5000 randomly selected adults who use Nasonex, at least 40 develop viral infections.
c. Based on the result from part (b), is 40 an unusually high number of viral infections? Why or why not?
d. Do the given results (14 viral infections among 2103 adult Nasonex users) suggest that viral infections are an adverse reaction to the Nasonex drug? Why or why not?

4. Graph of Car Mileage The accompanying graph depicts the fuel consumption (in miles per gallon) for highway conditions of three cars. Does the graph depict the data fairly, or does it somehow distort the data? Explain.
5. Left-Handedness  According to data from the American Medical Association, 10% of us are left-handed.

a. If three people are randomly selected, find the probability that they are all left-handed.

b. If three people are randomly selected, find the probability that at least one of them is left-handed.

c. Why can’t we solve the problem in part (b) by using the normal approximation to the binomial distribution?

d. If groups of 50 people are randomly selected, what is the mean number of left-handed people in such groups?

e. If groups of 50 people are randomly selected, what is the standard deviation for the numbers of left-handed people in such groups?

f. Would it be unusual to get 8 left-handed people in a randomly selected group of 50 people? Why or why not?

Technology Project

Assessing Normality  This project involves using STATDISK for assessing the normality of data sets. If STATDISK has not yet been used, it can be installed from the CD included with this book. Click on the Software folder, select STATDISK, and proceed to install STATDISK.

The data sets in Appendix B are available by clicking on Datasets on the top menu bar, then selecting the textbook you are using. STATDISK can be used to assess normality of a sample by clicking on Data and selecting the menu item of Normality Assessment. Use this feature to find a sample that is clearly from a normally distributed population. Also find a second sample that is clearly not from a normally distributed population. Finally, find a third sample that can be considered to be from a normally distributed population if we interpret the requirements loosely, but not too strictly. In each case, obtain a printout of the Normality Assessment display and write a brief explanation justifying your choice.

INTERNET PROJECT

Exploring the Central Limit Theorem

Go to: http://www.aw.com/triola

The central limit theorem is one of the most important results in statistics. It also may be one of the most surprising. Informally, the central limit theorem says that the normal distribution is everywhere. No matter what probability distribution underlies an experiment, there is a corresponding distribution of means that will be approximately normal in shape.

The best way to both understand and appreciate the central limit theorem is to see it in action. The Internet Project for this chapter will allow you to do just that. You will examine the central limit theorem from both a theoretical and a practical point of view. First, simulations found on the Internet will help you understand the theorem itself. Second, you will see how the theorem is key to such common activities as conducting polls and predicting election outcomes.

APPLET PROJECT

The CD included with this book contains applets designed to help visualize various concepts. Open the Applets folder on the CD and double-click on Start. Select the menu item of Sampling Distributions. Use the applet to compare the sampling distributions of the mean and the median in terms of center and spread for bell-shaped and skewed distributions. Write a brief report describing your results.
Critical Thinking: Designing aircraft seating

In this project we consider the issue of determining the “sitting distance” shown in Figure 6-24(a). We define the sitting distance to be the length between the back of the seat cushion and the seat in front. To determine the sitting distance, we must take into account human body measurements. Specifically, we must consider the “buttock-to-knee length,” as shown in Figure 6-24(b).

Determining the sitting distance for an aircraft is extremely important. If the sitting distance is unnecessarily large, rows of seats might need to be eliminated. It has been estimated that removing a single row of six seats can cost around $8 million over the life of the aircraft. If the sitting distance is too small, passengers might be uncomfortable and might prefer to fly other aircraft, or their safety might be compromised because of their limited mobility.

In determining the sitting distance in our aircraft, we will use previously collected data from measurements of large numbers of people. Results from those measurements are summarized in the given table. We can use the data in the table to determine the required sitting distance, but we must make some hard choices. If we are to accommodate everyone in the population, we will have a sitting distance that is so costly in terms of reduced seating that it might not be economically feasible. Some questions we must ask ourselves are: (1) What percentage of the population are we willing to exclude? (2) How much extra room do we want to provide for passenger comfort and safety? Use the available information to determine the sitting distance. Identify the choices and decisions that were made in that determination.

<table>
<thead>
<tr>
<th>Buttock-to-Knee Length (inches)</th>
<th>Standard Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males 23.5 in. 1.1 in. Normal</td>
<td></td>
</tr>
<tr>
<td>Females 22.7 in. 1.0 in. Normal</td>
<td></td>
</tr>
</tbody>
</table>

Buttock-to-knee length

• Distance from the seat back cushion to the seat in front
• Buttock-to-knee length plus any additional distance to provide comfort

Figure 6-24 Sitting Distance and Buttock-to-Knee Length
Cooperative Group Activities

1. **In-class activity** Divide into groups of three or four students and address these issues affecting the design of manhole covers.
   - Which of the following is most relevant for determining whether a manhole cover diameter of 24 in. is large enough: weights of men, weights of women, heights of men, heights of women, hip breadths of men, hip breadths of women, shoulder breadths of men, shoulder breadths of women?
   - Why are manhole covers usually round? (This was once a popular interview question asked of applicants at IBM, and there are at least three good answers. One good answer is sufficient here.)

2. **Out-of-class activity** Divide into groups of three or four students. In each group, develop an original procedure to illustrate the central limit theorem. The main objective is to show that when you randomly select samples from a population, the means of those samples tend to be *normally* distributed, regardless of the nature of the population distribution. For this illustration, begin with some population of values that does not have a normal distribution.

3. **In-class activity** Divide into groups of three or four students. Using a coin to simulate births, each individual group member should simulate 25 births and record the number of simulated girls. Combine all results from the group and record \( x \) = number of girls. Given batches of \( n \) births, compute the mean and standard deviation for the number of girls. Is the simulated result usual or unusual? Why?

4. **In-class activity** Divide into groups of three or four students. Select a set of data from Appendix B (excluding Data Sets 1, 8, 9, 11, 12, 14, and 16, which were used in examples or exercises in Section 6-7). Use the methods of Section 6-7 and construct a histogram and normal quantile plot, then determine whether the data set appears to come from a normally distributed population.
This chapter made extensive use of normal probability distributions. Table A-2 in Appendix B lists many probabilities for the standard normal distribution, but it is usually better to use technology for finding those probabilities. StatCrunch is better because it can be used with any normal distribution, not just the standard normal distribution in Table A-2. Consider Example 1 in Section 6-3. In that example, we are given a normal probability distribution of men’s heights with a mean of 69.0 in. and a standard deviation of 2.8 in., and we want to find the probability of randomly selecting a man and finding that his height is less than or equal to 80 in.

**StatCrunch Procedure for Finding Normal Probabilities or Values**

1. Sign into StatCrunch, then click on Open StatCrunch.
2. Click on Stat, then select the menu item of Calculators.
3. In the window that appears, scroll down and click on Normal. You will see a Normal Calculator window similar to the one shown below, but it will have entries different from those shown here.
4. In the Normal Calculator window, make the following entries.
   - Enter the mean in the box labeled “Mean.”
   - Enter the standard deviation in the box labeled “Std. Dev.”
   - To find a probability, enter the value of \( x \) in the box in the middle of the second line; or to find the value of \( x \) corresponding to a known probability, enter the probability in the box at the far right.
   - The box showing \( <= \) indicates that the default option is to find the cumulative probability for the value of \( x \) and lower. You could click on the box labeled ▼ and select \( >= \) if you want the cumulative probability for the value of \( x \) and higher. (There are no options for selecting \( < \) or for selecting \( > \) because the resulting probabilities would be the same.) Click on Compute.
   - The display given here shows that the probability of 80 in. or less is 0.99995726, which can be expressed as 99.995726%.

(Nota: The displayed graph of the normal distribution will include the shaded area that corresponds to the probability being found. In this example, the probability of 0.99995726 is so close to 1 that the entire region appears to be shaded.)

**Project**

Given a normal probability distribution of men’s heights with a mean of 69.0 in. and a standard deviation of 2.8 in., use StatCrunch to find the probability of the indicated event.

1. Randomly selecting a man and finding that his height is less than 65 in.
2. Randomly selecting a man and finding that his height is at least 70 in.
3. Randomly selecting 36 men and finding that their mean height is less than 68.0 in.
4. Randomly selecting 25 men and finding that their mean height is greater than 67.5 in.
Global warming is the increase in the mean temperature of air near the surface of the earth and the increase in the mean temperature of the oceans. Scientists generally agree that global warming is caused by increased amounts of carbon dioxide, methane, ozone, and other gases that result from human activity.

Global warming is believed to be responsible for the retreat of glaciers, the reduction in the Arctic region, and a rise in sea levels. It is feared that continued global warming will result in even higher sea levels, flooding, drought, and more severe weather.

Because global warming appears to have the potential for causing dramatic changes in our environment, it is critical that we recognize that potential. Just how much do we all recognize global warming? In a Pew Research Center poll, respondents were asked “From what you’ve read and heard, is there solid evidence that the average temperature on earth has been increasing over the past few decades, or not?” In response to that question, 70% of 1501 randomly selected adults in the United States answered “yes.” Therefore, among those polled, 70% believe in global warming. Although the subject matter of this poll has great significance, we will focus on the interpretation and analysis of the results. Some important issues that relate to this poll are as follows:

- How can the poll results be used to estimate the percentage of all adults in the United States who believe that the earth is getting warmer?
- How accurate is the result of 70% likely to be?
- Given that only 1501/225,139,000, or 0.0007% of the adult population in the United States were polled, is the sample size too small to be meaningful?
- Does the method of selecting the people to be polled have much of an effect on the results?

We can answer the last question based on the sound sampling methods discussed in Chapter 1. The method of selecting the people to be polled most definitely has an effect on the results. The results are likely to be poor if a convenience sample or some other nonrandom sampling method is used. If the sample is a simple random sample, the results are likely to be good.

Our ability to understand polls and to interpret the results is crucial for our role as citizens. As we consider the topics of this chapter, we will learn more about polls and surveys and how to correctly interpret and present results.
Chapter 7  Estimates and Sample Sizes

7-1 Review and Preview

In Chapters 2 and 3 we used “descriptive statistics” when we summarized data using tools such as graphs, and statistics such as the mean and standard deviation. We use “inferential statistics” when we use sample data to make inferences about population parameters. Two major activities of inferential statistics are (1) to use sample data to estimate values of population parameters (such as a population proportion or population mean), and (2) to test hypotheses or claims made about population parameters. In this chapter we begin working with the true core of inferential statistics as we use sample data to estimate values of population parameters. For example, the Chapter Problem refers to a poll of 1501 adults in the United States, and we see that 70% of them believe that the earth is getting warmer. Based on the sample statistic of 70%, we will estimate the percentage of all adults in the United States who believe that the earth is getting warmer. In so doing, we are using the sample results to make an inference about the population.

This chapter focuses on the use of sample data to estimate a population parameter, and Chapter 8 will introduce the basic methods for testing claims (or hypotheses) that have been made about a population parameter.

Because Sections 7-2 and 7-3 use critical values, it is helpful to review this notation introduced in Section 6-2: \( z_{\alpha} \) denotes the \( z \) score with an area of \( \alpha \) to its right. (\( \alpha \) is the Greek letter alpha.) See Example 8 in Section 6-2, where it is shown that if \( \alpha = 0.025 \), the critical value is \( z_{0.025} = 1.96 \). That is, the critical value of \( z_{0.025} = 1.96 \) has an area of 0.025 to its right.

7-2 Estimating a Population Proportion

**Key Concept** In this section we present methods for using a sample proportion to estimate a population proportion. There are three main ideas that we should know and understand in this section.

- The sample proportion is the best point estimate of the population proportion.
- We can use a sample proportion to construct a confidence interval to estimate the true value of a population proportion, and we should know how to interpret such confidence intervals.
- We should know how to find the sample size necessary to estimate a population proportion.

The concepts presented in this section are used in the following sections and chapters, so it is important to understand this section quite well.

**Proportion, Probability, and Percent** Although this section focuses on the population proportion \( p \), we can also work with probabilities or percentages. In the Chapter Problem, for example, it was noted that 70% of those polled believe in global warming. The sample statistic of 70% can be expressed in decimal form as 0.70, so the sample proportion is \( \hat{p} = 0.70 \). (Recall from Section 6-4 that \( p \) represents the population proportion, and \( \hat{p} \) is used to denote the sample proportion.)

**Point Estimate** If we want to estimate a population proportion with a single value, the best estimate is the sample proportion \( \hat{p} \). Because \( \hat{p} \) consists of a single value, it is called a point estimate.
A point estimate is a single value (or point) used to approximate a population parameter.

The sample proportion \( \hat{p} \) is the best point estimate of the population proportion \( p \).

We use \( \hat{p} \) as the point estimate of \( p \) because it is unbiased and it is the most consistent of the estimators that could be used. It is unbiased in the sense that the distribution of sample proportions tends to center about the value of \( p \); that is, sample proportions \( \hat{p} \) do not systematically tend to underestimate or overestimate \( p \). (See Section 6-4.) The sample proportion \( \hat{p} \) is the most consistent estimator in the sense that the standard deviation of sample proportions tends to be smaller than the standard deviation of any other unbiased estimators.

**Example 1** Proportion of Adults Believing in Global Warming

In the Chapter Problem we noted that in a Pew Research Center poll, 70% of 1501 randomly selected adults in the United States believe in global warming, so the sample proportion is \( \hat{p} = 0.70 \). Find the best point estimate of the proportion of all adults in the United States who believe in global warming.

**Solution**

Because the sample proportion is the best point estimate of the population proportion, we conclude that the best point estimate of \( p \) is 0.70. When using the sample results to estimate the percentage of all adults in the United States who believe in global warming, the best estimate is 70%.

**Why Do We Need Confidence Intervals?**

In Example 1 we saw that 0.70 was our best point estimate of the population proportion \( p \), but we have no indication of just how good our best estimate is. Because a point estimate has the serious flaw of not revealing anything about how good it is, statisticians have cleverly developed another type of estimate. This estimate, called a confidence interval or interval estimate, consists of a range (or an interval) of values instead of just a single value.

**Definition**

A confidence interval (or interval estimate) is a range (or an interval) of values used to estimate the true value of a population parameter. A confidence interval is sometimes abbreviated as CI.

A confidence interval is associated with a confidence level, such as 0.95 (or 95%). The confidence level gives us the success rate of the procedure used to construct the confidence interval. The confidence level is often expressed as the probability or area \( 1 - \alpha \) (lowercase Greek alpha), where \( \alpha \) is the complement of the confidence level. For a 0.95 (or 95%) confidence level, \( \alpha = 0.05 \). For a 0.99 (or 99%) confidence level, \( \alpha = 0.01 \).
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**Curbstoning**

The glossary for the Census defines *curbstoning* as “the practice by which a census enumerator fabricates a questionnaire for a residence without actually visiting it.” Curbstoning occurs when a census enumerator sits on a curbstone (or anywhere else) and fills out survey forms by making up responses. Because data from curbstoning are not real, they can affect the validity of the Census. The extent of curbstoning has been investigated in several studies, and one study showed that about 4% of Census enumerators practiced curbstoning at least some of the time.

The methods of Section 7-2 assume that the sample data have been collected in an appropriate way, so if much of the sample data have been obtained through curbstoning, then the resulting confidence interval estimates might be very flawed.

**Definition**

The **confidence level** is the probability $1 - \alpha$ (often expressed as the equivalent percentage value) that the confidence interval actually does contain the population parameter, assuming that the estimation process is repeated a large number of times. (The confidence level is also called the degree of confidence, or the confidence coefficient.)

The most common choices for the confidence level are 90% (with $\alpha = 0.10$), 95% (with $\alpha = 0.05$), and 99% (with $\alpha = 0.01$). The choice of 95% is most common because it provides a good balance between precision (as reflected in the width of the confidence interval) and reliability (as expressed by the confidence level).

Here’s an example of a confidence interval found later (in Example 3), which is based on the sample data of 1501 adults polled, with 70% of them saying that they believe in global warming:

The 0.95 (or 95%) confidence interval estimate of the population proportion $p$ is $0.677 < p < 0.723$.

It’s common for a media report to include a statement such as this: “Based on a Pew Research Center poll, the proportion of adults believing in global warming is estimated to be 70%, with a margin of error of 2 percentage points.” (We will discuss the margin of error later in this section.) Note that the confidence level is not mentioned. Although the confidence level should be given when reporting information about a poll, the media usually fail to include it.

**Interpreting a Confidence Interval**

We must be careful to interpret confidence intervals correctly. There is a correct interpretation and many different and creative incorrect interpretations of the confidence interval $0.677 < p < 0.723$.

**Correct:** “We are 95% confident that the interval from 0.677 to 0.723 actually does contain the true value of the population proportion $p$.” This means that if we were to select many different samples of size 1501 and construct the corresponding confidence intervals, 95% of them would actually contain the value of the population proportion $p$. (Note that in this correct interpretation, the level of 95% refers to the success rate of the process being used to estimate the proportion.)

**Incorrect:** “There is a 95% chance that the true value of $p$ will fall between 0.677 and 0.723.” It would also be incorrect to say that “95% of sample proportions fall between 0.677 and 0.723.”

**CAUTION**

Know the correct interpretation of a confidence interval, as given above.

At any specific point in time, a population has a fixed and constant value $p$, and a confidence interval constructed from a sample either includes $p$ or does not. Similarly, if a baby has just been born and the doctor is about to announce its gender, it’s incorrect to say that there is a probability of 0.5 that the baby is a girl; the baby is a girl or is not, and there’s no probability involved. A population proportion $p$ is like the baby that has been born—the value of $p$ is fixed, so the confidence interval limits either contain $p$ or do not, and that is why it’s incorrect to say that there is a 95% chance that $p$ will fall between values such as 0.677 and 0.723.
A confidence level of 95% tells us that the process we are using will, in the long run, result in confidence interval limits that contain the true population proportion 95% of the time. Suppose that the true proportion of all adults who believe in global warming is \( p = 0.75 \). Then the confidence interval obtained from the Pew Research Center poll does not contain the population proportion, because the true population proportion 0.75 is not between 0.677 and 0.723. This is illustrated in Figure 7-1. Figure 7-1 shows typical confidence intervals resulting from 20 different samples. With 95% confidence, we expect that 19 out of 20 samples should result in confidence intervals that contain the true value of \( p \), and Figure 7-1 illustrates this with 19 of the confidence intervals containing \( p \), while one confidence interval does not contain \( p \).

**CAUTION**

Confidence intervals can be used informally to compare different data sets, but the overlapping of confidence intervals should not be used for making formal and final conclusions about equality of proportions. (See “On Judging the Significance of Differences by Examining the Overlap Between Confidence Intervals,” by Schenker and Gentleman, *American Statistician*, Vol. 55, No. 3.)

**Critical Values**

The methods of this section (and many of the other statistical methods found in the following chapters) include reference to a standard \( z \) score that can be used to distinguish between sample statistics that are likely to occur and those that are unlikely to occur. Such a \( z \) score is called a critical value. (Critical values were first presented in Section 6-2, and they are formally defined below.) Critical values are based on the following observations:

1. Under certain conditions, the sampling distribution of sample proportions can be approximated by a normal distribution, as shown in Figure 7-2.

2. A \( z \) score associated with a sample proportion has a probability of \( \alpha/2 \) of falling in the right tail of Figure 7-2.

3. The \( z \) score separating the right-tail region is commonly denoted by \( z_{\alpha/2} \), and is referred to as a critical value because it is on the borderline separating \( z \) scores from sample proportions that are likely to occur from those that are unlikely to occur.

A critical value is the number on the borderline separating sample statistics that are likely to occur from those that are unlikely to occur. The number \( z_{\alpha/2} \) is a critical value that is a \( z \) score with the property that it separates an area of \( \alpha/2 \) in the right tail of the standard normal distribution (as in Figure 7-2).
Nielsen Ratings for College Students

The Nielsen ratings are one of the most important measures of television viewing, and they affect billions of dollars in television advertising. In the past, the television viewing habits of college students were ignored, with the result that a large segment of the important young viewing audience was ignored. Nielsen Media Research is now including college students who do not live at home.

Some television shows have large appeal to viewers in the 18–24 age bracket, and the ratings of such shows have increased substantially with the inclusion of college students. For males, NBC’s Sunday Night Football broadcast had an increase of 20% after male college students were included. For females, the TV show Grey’s Anatomy had an increase of 54% after female college students were included. Those increased ratings ultimately translate into greater profits from charges to commercial sponsors. These ratings also give college students recognition that affects the programming they receive.

Example 2 showed that a 95% confidence level results in a critical value of $z_{a/2} = 1.96$. This is the most common critical value, and it is listed with two other common values in the table that follows.

<table>
<thead>
<tr>
<th>Confidence Level</th>
<th>$\alpha$</th>
<th>Critical Value, $z_{a/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>0.10</td>
<td>1.645</td>
</tr>
<tr>
<td>95%</td>
<td>0.05</td>
<td>1.96</td>
</tr>
<tr>
<td>99%</td>
<td>0.01</td>
<td>2.575</td>
</tr>
</tbody>
</table>

Note: Many technologies can be used to find critical values. STATDISK, Excel, Minitab, and the TI-83/84 Plus calculator all provide critical values for the normal distribution.

Margin of Error

When we collect sample data that result in a sample proportion, such as the Pew Research Center poll given in the Chapter Problem (with 70% of 1501 respondents believing in global warming), we can calculate the sample proportion $\hat{p}$. Because of random variation in samples, the sample proportion is typically different from the population proportion. The difference between the sample proportion and the population proportion can be thought of as an error. We now define the margin of error $E$ as follows.
When data from a simple random sample are used to estimate a population proportion $p$, the **margin of error**, denoted by $E$, is the maximum likely difference (with probability $1 - \alpha$, such as 0.95) between the observed sample proportion $\hat{p}$ and the true value of the population proportion $p$. The margin of error $E$ is also called the **maximum error of the estimate** and can be found by multiplying the critical value and the standard deviation of sample proportions, as shown in Formula 7-1.

**Formula 7-1**

$$E = z_{\alpha/2} \sqrt{\frac{pq}{n}}$$

margin of error for proportions

For a 95% confidence level, $\alpha = 0.05$, so there is a probability of 0.05 that the sample proportion will be in error by more than $E$. This property is generalized in the following box.

**Confidence Interval for Estimating a Population Proportion $p$**

**Objective**

Construct a confidence interval used to estimate a population proportion.

**Notation**

- $p =$ population proportion
- $\hat{p} =$ sample proportion
- $n =$ number of sample values
- $E =$ margin of error
- $z_{\alpha/2} =$ $z$ score separating an area of $\alpha/2$ in the right tail of the standard normal distribution

**Requirements**

1. The sample is a simple random sample. (*Caution:* If the sample data have been obtained in a way that is not appropriate, the estimates of the population proportion may be very wrong.)

2. The conditions for the binomial distribution are satisfied. That is, there is a fixed number of trials, the trials are independent, there are two categories of outcomes, and the probabilities remain constant for each trial. (See Section 5-3.)

3. There are at least 5 successes and at least 5 failures. (With the population proportions $p$ and $q$ unknown, we estimate their values using the sample proportion, so this requirement is a way of verifying that $np \geq 5$ and $nq \geq 5$ are both satisfied, so the normal distribution is a suitable approximation to the binomial distribution. There are procedures for dealing with situations in which the normal distribution is not a suitable approximation, as in Exercise 51.)

**Confidence Interval**

$$\hat{p} - E < p < \hat{p} + E \quad \text{where} \quad E = z_{\alpha/2} \sqrt{\frac{pq}{n}}$$

The confidence interval is often expressed in the following equivalent formats:

$$\hat{p} \pm E$$

or

$$(\hat{p} - E, \hat{p} + E)$$
In Chapter 4, when probabilities were given in decimal form, we rounded to
three significant digits. We use that same rounding rule here.

**Round-Off Rule for Confidence Interval Estimates of \( p \)**
Round the confidence interval limits for \( p \) to three significant digits.

We now summarize the procedure for constructing a confidence interval estimate
of a population proportion \( p \):

**Procedure for Constructing a Confidence Interval for \( p \)**
1. Verify that the requirements are satisfied.
2. Refer to Table A-2 or use technology to find the critical value \( z_{a/2} \) that corre-
sponds to the desired confidence level.
3. Evaluate the margin of error \( E = z_{a/2} \sqrt{\frac{\hat{p}q}{n}} \).
4. Using the value of the calculated margin of error \( E \) and the value of the sample
proportion \( \hat{p} \), find the values of the confidence interval limits \( \hat{p} - E \) and \( \hat{p} + E \).
Substitute those values in the general format for the confidence interval:
\[
\hat{p} - E < p < \hat{p} + E
\]
\[
\hat{p} \pm E
\]
or
\[
(\hat{p} - E, \hat{p} + E)
\]
5. Round the resulting confidence interval limits to three significant digits.

**SC EXAMPLE 3** **Constructing a Confidence Interval: Poll Results**
In the Chapter Problem we noted that a Pew Research Center poll of 1501 randomly
selected U.S. adults showed that 70% of the respondents believe in global warm-
ing. The sample results are \( n = 1501 \), and \( \hat{p} = 0.70 \).

a. Find the margin of error \( E \) that corresponds to a 95% confidence level.

b. Find the 95% confidence interval estimate of the population proportion \( p \).

c. Based on the results, can we safely conclude that the majority of adults believe
in global warming?

d. Assuming that you are a newspaper reporter, write a brief statement that accu-
rately describes the results and includes all of the relevant information.

**REQUIREMENT CHECK** We first verify that the necessary
requirements are satisfied. (1) The polling methods used by the Pew Research Center
result in samples that can be considered to be simple random samples. (2) The condi-
tions for a binomial experiment are satisfied, because there is a fixed number of trials
(1501), the trials are independent (because the response from one person doesn't
affect the probability of the response from another person), there are two categories
of outcome (subject believes in global warming or does not), and the probability
remains constant. Also, with 70% of the respondents believing in global warming,
the number who believe is 1051 (or 70% of 1501) and the number who do not believe is 450, so the number of successes (1051) and the number of failures (450) are both at least 5. The check of requirements has been successfully completed.

a. The margin of error is found by using Formula 7-1 with \( z_{α/2} = 1.96 \) (as found in Example 2), \( \hat{p} = 0.70 \), \( \hat{q} = 0.30 \), and \( n = 1501 \).

\[
E = z_{α/2} \sqrt{\frac{\hat{p} \hat{q}}{n}} = 1.96 \sqrt{\frac{(0.70)(0.30)}{1501}} = 0.023183
\]

b. Constructing the confidence interval is quite easy now that we know the values of \( \hat{p} \) and \( E \). We simply substitute those values to obtain this result:

\[
\hat{p} - E < p < \hat{p} + E
\]

\[
0.70 - 0.023183 < p < 0.70 + 0.023183
\]

\[
0.677 < p < 0.723 \quad \text{(rounded to three significant digits)}
\]

This same result could be expressed in the format of \( 0.70 \pm 0.023 \) or \( (0.677, 0.723) \). If we want the 95% confidence interval for the true population percentage, we could express the result as \( 67.7\% < p < 72.3\% \).

c. Based on the confidence interval obtained in part (b), it does appear that the proportion of adults who believe in global warming is greater than 0.5 (or 50%), so we can safely conclude that the majority of adults believe in global warming. Because the limits of 0.677 and 0.723 are likely to contain the true population proportion, it appears that the population proportion is a value greater than 0.5.

d. Here is one statement that summarizes the results: 70% of United States adults believe that the earth is getting warmer. That percentage is based on a Pew Research Center poll of 1501 randomly selected adults in the United States. In theory, in 95% of such polls, the percentage should differ by no more than 2.3 percentage points in either direction from the percentage that would be found by interviewing all adults in the United States.

Analyzing Polls  Example 3 addresses the poll described in the Chapter Problem. When analyzing results from polls, we should consider the following.

1. The sample should be a simple random sample, not an inappropriate sample (such as a voluntary response sample).

2. The confidence level should be provided. (It is often 95%, but media reports often neglect to identify it.)

3. The sample size should be provided. (It is usually provided by the media, but not always.)

4. Except for relatively rare cases, the quality of the poll results depends on the sampling method and the size of the sample, but the size of the population is usually not a factor.

**CAUTION**

Never follow the common misconception that poll results are unreliable if the sample size is a small percentage of the population size. The population size is usually not a factor in determining the reliability of a poll.
Determining Sample Size

Suppose we want to collect sample data in order to estimate some population proportion. How do we know how many sample items must be obtained? If we solve the formula for the margin of error \( E \) (Formula 7-1) for \( n \), we get Formula 7-2. Formula 7-2 requires \( \hat{p} \) as an estimate of the population proportion \( p \), but if no such estimate is known (as is often the case), we replace \( \hat{p} \) by 0.5 and replace \( \hat{q} \) by 0.5, with the result given in Formula 7-3.

Finding the Sample Size Required to Estimate a Population Proportion

Objective

Determine how large the sample should be in order to estimate the population proportion \( p \).

Notation

\[
\begin{align*}
p &= \text{population proportion} \\
\hat{p} &= \text{sample proportion} \\
q &= \text{sample proportion} \\
n &= \text{number of sample values} \\
E &= \text{desired margin of error} \\
z_{\alpha/2} &= \text{z score separating an area of } \alpha/2 \text{ in the right tail of the standard normal distribution}
\end{align*}
\]

Requirements

The sample must be a simple random sample of independent subjects.

When an estimate \( \hat{p} \) is known: Formula 7-2

\[
n = \frac{[z_{\alpha/2}]^2 \hat{p} q}{E^2}
\]

When no estimate \( \hat{p} \) is known: Formula 7-3

\[
n = \frac{[z_{\alpha/2}]^2 0.25}{E^2}
\]

If reasonable estimates of \( \hat{p} \) can be made by using previous samples, a pilot study, or someone’s expert knowledge, use Formula 7-2. If nothing is known about the value of \( \hat{p} \), use Formula 7-3.

Formulas 7-2 and 7-3 are remarkable because they show that the sample size does not depend on the size \( N \) of the population; the sample size depends on the desired confidence level, the desired margin of error, and sometimes the known estimate of \( \hat{p} \). (See Exercise 49 for dealing with cases in which a relatively large sample is selected without replacement from a finite population.)

Round-Off Rule for Determining Sample Size

If the computed sample size \( n \) is not a whole number, round the value of \( n \) up to the next larger whole number.

Example 4: How Many Adults Use the Internet? The Internet is affecting us all in many different ways, so there are many reasons for estimating the proportion of adults who use it. Assume that a manager for E-Bay wants to determine the current percentage of U.S. adults who now use the Internet. How many adults must be surveyed in order to be 95% confident that the sample percentage is in error by no more than three percentage points?
a. Use this result from a Pew Research Center poll: In 2006, 73% of U.S. adults used the Internet.

b. Assume that we have no prior information suggesting a possible value of the proportion.

**SOLUTION**

a. The prior study suggests that \( \hat{p} = 0.73 \), so \( \hat{q} = 0.27 \) (found from \( \hat{q} = 1 - 0.73 \)). With a 95% confidence level, we have \( \alpha = 0.05 \), so \( z_{\alpha/2} = 1.96 \). Also, the margin of error is \( E = 0.03 \) (the decimal equivalent of “three percentage points”). Because we have an estimated value of \( \hat{p} \) we use Formula 7-2 as follows:

\[
\begin{align*}
  n & = \frac{[z_{\alpha/2}]^2 \hat{p} \hat{q}}{E^2} \\
  & = \frac{[1.96]^2(0.73)(0.27)}{0.03^2} \\
  & = 841.3104 = 842 \quad \text{(rounded up)}
\end{align*}
\]

We must obtain a simple random sample that includes at least 842 adults.

b. As in part (a), we again use \( z_{\alpha/2} = 1.96 \) and \( E = 0.03 \), but with no prior knowledge of \( \hat{p} \) (or \( \hat{q} \)), we use Formula 7-3 as follows:

\[
\begin{align*}
  n & = \frac{[z_{\alpha/2}]^2 \cdot 0.25}{E^2} \\
  & = \frac{[1.96]^2 \cdot 0.25}{0.03^2} \\
  & = 1067.1111 = 1068 \quad \text{(rounded up)}
\end{align*}
\]

**INTERPRETATION**

To be 95% confident that our sample percentage is within three percentage points of the true percentage for all adults, we should obtain a simple random sample of 1068 adults. By comparing this result to the sample size of 842 found in part (a), we can see that if we have no knowledge of a prior study, a larger sample is required to achieve the same results as when the value of \( \hat{p} \) can be estimated.

**CAUTION**

Try to avoid these two common errors when calculating sample size:

1. Don’t make the mistake of using \( E = 3 \) as the margin of error corresponding to “three percentage points.”
2. Be sure to substitute the critical \( z \) score for \( z_{\alpha/2} \). For example, if you are working with 95% confidence, be sure to replace \( z_{\alpha/2} \) with 1.96. Don’t make the mistake of replacing \( z_{\alpha/2} \) with 0.95 or 0.05.

**Finding the Point Estimate and \( E \) from a Confidence Interval**

Sometimes we want to better understand a confidence interval that might have been obtained from a journal article, or generated using computer software or a calculator. If we already know the confidence interval limits, the sample proportion (or the best point estimate) \( \hat{p} \) and the margin of error \( E \) can be found as follows:

Point estimate of \( p \):

\[
\hat{p} = \frac{\text{(upper confidence interval limit)} + \text{(lower confidence interval limit)}}{2}
\]
Margin of error:

\[ E = \frac{(\text{upper confidence interval limit}) - (\text{lower confidence interval limit})}{2} \]

**Example 5**

The article “High-Dose Nicotine Patch Therapy,” by Dale, Hurt, et al. (Journal of the American Medical Association, Vol. 274, No. 17) includes this statement: “Of the 71 subjects, 70% were abstinent from smoking at 8 weeks (95% confidence interval [CI], 58% to 81%).” Use that statement to find the point estimate \( \hat{p} \) and the margin of error \( E \).

**Solution**

From the given statement, we see that the 95% confidence interval is \( 0.58 < p < 0.81 \). The point estimate \( \hat{p} \) is the value midway between the upper and lower confidence interval limits, so we get

\[ \hat{p} = \frac{(\text{upper confidence limit}) + (\text{lower confidence limit})}{2} \]
\[ \hat{p} = \frac{0.81 + 0.58}{2} = 0.695 \]

The margin of error can be found as follows:

\[ E = \frac{(\text{upper confidence limit}) - (\text{lower confidence limit})}{2} \]
\[ E = \frac{0.81 - 0.58}{2} = 0.115 \]

**Better-Performing Confidence Intervals**

*Important note:* The exercises for this section are based on the method for constructing a confidence interval as described above, not the confidence intervals described in the following discussion.

The confidence interval described in this section has the format typically presented in introductory statistics courses, but it does not perform as well as some other confidence intervals. The adjusted Wald confidence interval performs better in the sense that its probability of containing the true population proportion \( p \) is closer to the confidence level that is used. The adjusted Wald confidence interval uses this simple procedure: Add 2 to the number of successes \( x \), add 2 to the number of failures (so that the number of trials \( n \) is increased by 4), then find the confidence interval as described in this section. For example, if we use the methods of this section with \( x = 10 \) and \( n = 20 \), we get this 95% confidence interval: \( 0.281 < p < 0.719 \). With \( x = 10 \) and \( n = 20 \) we use the adjusted Wald confidence interval by letting \( x = 12 \) and \( n = 24 \) to get this confidence interval: \( 0.300 < p < 0.700 \). The chance that the confidence interval \( 0.300 < p < 0.700 \) contains \( p \) is closer to 95% than the chance that \( 0.281 < p < 0.719 \) contains \( p \).
Another confidence interval that performs better than the one described in this section and the adjusted Wald confidence interval is the Wilson score confidence interval:

\[ \hat{p} + \frac{z_{\alpha/2}}{2n} \pm \frac{z_{\alpha/2}}{n} \sqrt{\frac{\hat{p}q}{n} + \frac{z_{\alpha/2}^2}{4n}} \]

(STATDISK automatically provides Wilson score confidence intervals. It is easy to see why this approach is not used much in introductory courses.) Using \( x = 10 \) and \( n = 20 \), the 95% Wilson score confidence interval is \( 0.299 < p < 0.701 \).

For a discussion of these and other confidence intervals for \( p \), see “Approximation Is Better than ‘Exact’ for Interval Estimation of Binomial Proportions,” by Agresti and Coull, American Statistician, Vol. 52, No. 2.

---

### For Confidence Intervals

**STATDISK** Select Analysis, then Confidence Intervals, then Proportion One Sample, and proceed to enter the requested items. The confidence interval will be displayed. (The Wilson score confidence interval will also be given.)

**MINITAB** Select Stat, Basic Statistics, then 1 Proportion. In the dialog box, click on the button for Summarized Data. Also click on the Options button, enter the desired confidence level (the default is 95%). Instead of using a normal approximation, Minitab’s default procedure is to determine the confidence interval limits by using an exact method. To use the normal approximation method presented in this section, click on the Options button and then click on the box with this statement: “Use test and interval based on normal distribution.”

**EXCEL** First enter the number of successes in cell A1, and enter the total number of trials in cell B1. Use the Data Desk XL add-in. (If using Excel 2010 or Excel 2007, first click on Add-Ins.) Click on DDXL, select Confidence Intervals, then select Summ 1 Var Prop Interval (which is an abbreviated form of “confidence interval for a proportion using summary data for one variable”). Click on the pencil icon for “Num successes” and enter !A1. Click on the pencil icon for “Num trials” and enter !B1. Click OK. In the dialog box, select the level of confidence, then click on Compute Interval.

**TI-83/84 PLUS** Press STAT, select TESTS, then select 1-PropZInt and enter the required items. The accompanying display shows the result for Example 3. Like many technologies, the TI-83/84 calculator requires entry of the number of successes, so 1051 (which is 70% of the 1501 people polled) was entered for the value of \( x \). Also like many technologies, the confidence interval limits are expressed in the format shown on the second line of the display.

### For Sample Size Determination

**STATDISK** Select Analysis, then Sample Size Determination, then Estimate Proportion. Enter the required items in the dialog box.

**MINITAB** Minitab 16 introduces a feature for estimating sample size. Click on Stat, select Power and Sample Size, then select Sample Size for Estimation. For the parameter, select Proportion. For “Planning Value Proportion,” enter 0.5 if no estimate of \( p \) is known (otherwise, enter the known value). For the “Margins of error,” enter the desired margin of error. Note: Minitab uses the binomial distribution instead of a normal approximation method, so results are better.

Sample size determination is not available as a built-in function with Excel or the TI-83/84 Plus calculator.

### Statistical Literacy and Critical Thinking

**1. Poll Results in the Media** *USA Today* provided a “snapshot” illustrating poll results from 21,944 subjects. The illustration showed that 43% answered “yes” to this question: “Would you rather have a boring job than no job?” The margin of error was given as ±1 percentage point. What important feature of the poll was omitted?
2. **Margin of Error** For the poll described in Exercise 1, describe what is meant by the statement that “the margin of error is ± 1 percentage point.”

3. **Confidence Interval** For the poll described in Exercise 1, we see that 43% of 21,944 people polled answered “yes” to the given question. Given that 43% is the best estimate of the population percentage, why would we need a confidence interval? That is, what additional information does the confidence interval provide?

4. **Sampling** Suppose the poll results from Exercise 1 were obtained by mailing 100,000 questionnaires and receiving 21,944 responses. Is the result of 43% a good estimate of the population percentage of “yes” responses? Why or why not?

**Finding Critical Values.** In Exercises 5–8, find the indicated critical z value.
5. Find the critical value that corresponds to a 99% confidence level.
6. Find the critical value that corresponds to a 99.5% confidence level.
7. Find for
8. Find for

**Expressing Confidence Intervals.** In Exercises 9–12, express the confidence interval using the indicated format.
9. Express the confidence interval 0.200 < p < 0.500 in the form of \( \hat{p} \pm E \).
10. Express the confidence interval 0.720 < p < 0.780 in the form of \( \hat{p} \pm E \).
11. Express the confidence interval (0.437, 0.529) in the form of \( \hat{p} \pm E \).
12. Express the confidence interval 0.222 ± 0.044 in the form of \( \hat{p} - E < p < \hat{p} + E \).

**Interpreting Confidence Interval Limits.** In Exercises 13–16, use the given confidence interval limits to find the point estimate \( \hat{p} \) and the margin of error E.
13. \((0.320, 0.420)\) \quad 14. \(0.772 < p < 0.776\)
15. \(0.433 < p < 0.527\) \quad 16. \(0.102 < p < 0.236\)

**Finding Margin of Error.** In Exercises 17–20, assume that a sample is used to estimate a population proportion \( p \). Find the margin of error \( E \) that corresponds to the given statistics and confidence level.
17. \( n = 1000, x = 400 \), 95% confidence
18. \( n = 500, x = 220 \), 99% confidence
19. 98% confidence; the sample size is 1230, of which 40% are successes.
20. 90% confidence; the sample size is 1780, of which 35% are successes.

**Constructing Confidence Intervals.** In Exercises 21–24, use the sample data and confidence level to construct the confidence interval estimate of the population proportion \( p \).
21. \( n = 200, x = 40 \), 95% confidence
22. \( n = 2000, x = 400 \), 95% confidence
23. \( n = 1236, x = 109 \), 99% confidence
24. \( n = 5200, x = 4821 \), 99% confidence

**Determining Sample Size.** In Exercises 25–28, use the given data to find the minimum sample size required to estimate a population proportion or percentage.
25. Margin of error: 0.045; confidence level: 95%; \( \hat{p} \) and \( \hat{q} \) unknown
26. Margin of error: 0.005; confidence level: 99%; \( \hat{p} \) and \( \hat{q} \) unknown
27. Margin of error: two percentage points; confidence level: 99%; from a prior study, \( \hat{p} \) is estimated by the decimal equivalent of 14%.
28. Margin of error: three percentage points; confidence level: 95%; from a prior study, \( \hat{p} \) is estimated by the decimal equivalent of 87%.
29. **Gender Selection** The Genetics and IVF Institute conducted a clinical trial of the XSORT method designed to increase the probability of conceiving a girl. As of this writing, 574 babies were born to parents using the XSORT method, and 525 of them were girls.

   a. What is the best point estimate of the population proportion of girls born to parents using the XSORT method?
   b. Use the sample data to construct a 95% confidence interval estimate of the percentage of girls born to parents using the XSORT method.
   c. Based on the results, does the XSORT method appear to be effective? Why or why not?

30. **Gender Selection** The Genetics and IVF Institute conducted a clinical trial of the YSORT method designed to increase the probability of conceiving a boy. As of this writing, 152 babies were born to parents using the YSORT method, and 127 of them were boys.

   a. What is the best point estimate of the population proportion of boys born to parents using the YSORT method?
   b. Use the sample data to construct a 99% confidence interval estimate of the percentage of boys born to parents using the YSORT method.
   c. Based on the results, does the YSORT method appear to be effective? Why or why not?

31. **Postponing Death** An interesting and popular hypothesis is that individuals can temporarily postpone their death to survive a major holiday or important event such as a birthday. In a study of this phenomenon, it was found that in the week before and the week after Thanksgiving, there were 12,000 total deaths, and 6062 of them occurred in the week before Thanksgiving (based on data from “Holidays, Birthdays, and Postponement of Cancer Death,” by Young and Hade, *Journal of the American Medical Association*, Vol. 292, No. 24.)

   a. What is the best point estimate of the proportion of deaths in the week before Thanksgiving to the total deaths in the week before and the week after Thanksgiving?
   b. Construct a 95% confidence interval estimate of the proportion of deaths in the week before Thanksgiving to the total deaths in the week before and the week after Thanksgiving.
   c. Based on the result, does there appear to be any indication that people can temporarily postpone their death to survive the Thanksgiving holiday? Why or why not?

32. **Medical Malpractice** An important issue facing Americans is the large number of medical malpractice lawsuits and the expenses that they generate. In a study of 1228 randomly selected medical malpractice lawsuits, it is found that 856 of them were later dropped or dismissed (based on data from the Physician Insurers Association of America).

   a. What is the best point estimate of the proportion of medical malpractice lawsuits that are dropped or dismissed?
   b. Construct a 99% confidence interval estimate of the proportion of medical malpractice lawsuits that are dropped or dismissed.
   c. Does it appear that the majority of such suits are dropped or dismissed?

33. **Mendelian Genetics** When Mendel conducted his famous genetics experiments with peas, one sample of offspring consisted of 428 green peas and 152 yellow peas.

   a. Find a 95% confidence interval estimate of the percentage of yellow peas.
   b. Based on his theory of genetics, Mendel expected that 25% of the offspring peas would be yellow. Given that the percentage of offspring yellow peas is not 25%, do the results contradict Mendel’s theory? Why or why not?

34. **Misleading Survey Responses** In a survey of 1002 people, 701 said that they voted in a recent presidential election (based on data from ICR Research Group). Voting records show that 61% of eligible voters actually did vote.

   a. Find a 99% confidence interval estimate of the proportion of people who say that they voted.
   b. Are the survey results consistent with the actual voter turnout of 61%? Why or why not?
35. **Cell Phones and Cancer** A study of 420,095 Danish cell phone users found that 135 of them developed cancer of the brain or nervous system. Prior to this study of cell phone use, the rate of such cancer was found to be 0.0340% for those not using cell phones. The data are from the *Journal of the National Cancer Institute*.

**a.** Use the sample data to construct a 95% confidence interval estimate of the percentage of cell phone users who develop cancer of the brain or nervous system.

**b.** Do cell phone users appear to have a rate of cancer of the brain or nervous system that is different from the rate of such cancer among those not using cell phones? Why or why not?

36. **Global Warming Poll** A Pew Research Center poll included 1708 randomly selected adults who were asked whether "global warming is a problem that requires immediate government action." Results showed that 939 of those surveyed indicated that immediate government action is required. A news reporter wants to determine whether these survey results constitute strong evidence that the majority (more than 50%) of people believe that immediate government action is required.

**a.** What is the best estimate of the percentage of adults who believe that immediate government action is required?

**b.** Construct a 99% confidence interval estimate of the proportion of adults believing that immediate government action is required.

**c.** Is there strong evidence supporting the claim that the majority is in favor of immediate government action? Why or why not?

37. **Internet Use** In a Pew Research Center poll, 73% of 3011 adults surveyed said that they use the Internet. Construct a 95% confidence interval estimate of the proportion of all adults who use the Internet. Is it correct for a newspaper reporter to write that "3/4 of all adults use the Internet"? Why or why not?

38. **Job Interview Mistakes** In an Accountemps survey of 150 senior executives, 47% said that the most common job interview mistake is to have little or no knowledge of the company. Construct a 99% confidence interval estimate of the proportion of all senior executives who have that same opinion. Is it possible that exactly half of all senior executives believe that the most common job interview mistake is to have little or no knowledge of the company? Why or why not?

39. **AOL Poll** After 276 passengers on the *Queen Elizabeth II* cruise ship contracted a norovirus, America Online presented this question on its Internet site: "Would the recent outbreak deter you from taking a cruise?" Among the 34,358 people who responded, 62% answered "yes." Use the sample data to construct a 95% confidence interval estimate of the population of all people who would respond "yes" to that question. Does the confidence interval provide a good estimate of the population proportion? Why or why not?

40. **Touch Therapy** When she was nine years of age, Emily Rosa did a science fair experiment in which she tested professional touch therapists to see if they could sense her energy field. She flipped a coin to select either her right hand or her left hand, then she asked the therapists to identify the selected hand by placing their hand just under Emily's hand without seeing it and without touching it. Among 280 trials, the touch therapists were correct 123 times (based on data in "A Close Look at Therapeutic Touch," *Journal of the American Medical Association*, Vol. 279, No. 13).

**a.** Given that Emily used a coin toss to select either her right hand or her left hand, what proportion of correct responses would be expected if the touch therapists made random guesses?

**b.** Using Emily's sample results, what is the best point estimate of the therapist's success rate?

**c.** Using Emily's sample results, construct a 99% confidence interval estimate of the proportion of correct responses made by touch therapists.

**d.** What do the results suggest about the ability of touch therapists to select the correct hand by sensing an energy field?
Determining Sample Size. In Exercises 41–44, find the minimum sample size required to estimate a population proportion or percentage.

41. Internet Use The use of the Internet is constantly growing. How many randomly selected adults must be surveyed to estimate the percentage of adults in the United States who now use the Internet? Assume that we want to be 99% confident that the sample percentage is within two percentage points of the true population percentage.
   a. Assume that nothing is known about the percentage of adults using the Internet.
   b. As of this writing, it was estimated that 73% of adults in the United States use the Internet (based on a Pew Research Center poll).

42. Cell Phones As the newly hired manager of a company that provides cell phone service, you want to determine the percentage of adults in your state who live in a household with cell phones and no land-line phones. How many adults must you survey? Assume that you want to be 90% confident that the sample percentage is within four percentage points of the true population percentage.
   a. Assume that nothing is known about the percentage of adults who live in a household with cell phones and no land-line phones.
   b. Assume that a recent survey suggests that about 8% of adults live in a household with cell phones and no land-line phones (based on data from the National Health Interview Survey).

43. Nitrogen in Tires A campaign was designed to convince car owners that they should fill their tires with nitrogen instead of air. At a cost of about $5 per tire, nitrogen supposedly has the advantage of leaking at a much slower rate than air, so that the ideal tire pressure can be maintained more consistently. Before spending huge sums to advertise the nitrogen, it would be wise to conduct a survey to determine the percentage of car owners who would pay for the nitrogen. How many randomly selected car owners should be surveyed? Assume that we want to be 95% confident that the sample percentage is within three percentage points of the true percentage of all car owners who would be willing to pay for the nitrogen.

44. Name Recognition As this book was being written, former New York City mayor Rudolph Giuliani announced that he was a candidate for the presidency of the United States. If you are a campaign worker and need to determine the percentage of people that recognize his name, how many people must you survey to estimate that percentage? Assume that you want to be 95% confident that the sample percentage is in error by no more than two percentage points, and also assume that a recent survey indicates that Giuliani’s name is recognized by 10% of all adults (based on data from a Gallup poll).

Using Appendix B Data Sets. In Exercises 45–48, use the indicated data set from Appendix B.

45. Green M&M Candies Refer to Data Set 18 in Appendix B and find the sample proportion of M&Ms that are green. Use that result to construct a 95% confidence interval estimate of the population percentage of M&Ms that are green. Is the result consistent with the 16% rate that is reported by the candy maker Mars? Why or why not?

46. Freshman 15 Weight Gain Refer to Data Set 3 in Appendix B.
   a. Based on the sample results, find the best point estimate of the percentage of college students who gain weight in their freshman year.
   b. Construct a 95% confidence interval estimate of the percentage of college students who gain weight in their freshman year.
   c. Assuming that you are a newspaper reporter, write a statement that describes the results. Include all of the relevant information. (Hint: See Example 3 part (d).)

47. Precipitation in Boston Refer to Data Set 14 in Appendix B, and consider days with precipitation values different from 0 to be days with precipitation. Construct a 95% confidence interval estimate of the proportion of Wednesdays with precipitation, and also construct a 95% confidence interval estimate of the proportion of Sundays with precipitation. Compare the results. Does precipitation appear to occur more on either day?
48. **Movie Ratings** Refer to Data Set 9 in Appendix B and find the proportion of movies with R ratings. Use that proportion to construct a 95% confidence interval estimate of the proportion of all movies with R ratings. Assuming that the listed movies constitute a simple random sample of all movies, can we conclude that most movies have ratings different from R? Why or why not?

### 7-2 Beyond the Basics

49. **Using Finite Population Correction Factor** In this section we presented Formulas 7-2 and 7-3, which are used for determining sample size. In both cases we assumed that the population is infinite or very large and that we are sampling with replacement. When we have a relatively small population with size \( N \) and sample without replacement, we modify \( E \) to include the finite population correction factor shown here, and we can solve for \( n \) to obtain the result given here. Use this result to repeat Exercise 43, assuming that we limit our population to the 12,784 car owners living in LaGrange, New York, home of the author. Is the sample size much lower than the sample size required for a population of millions of people?

\[
E = \frac{z_{\alpha/2} \sqrt{\hat{p} \hat{q}}}{\sqrt{n}} \sqrt{\frac{N-n}{N-1}}
\]

\[
N \hat{p} \hat{q} \left[ z_{\alpha/2} \right]^2 + (N-1)E^2
\]

50. **One-Sided Confidence Interval** A one-sided confidence interval for \( p \) can be expressed as \( \hat{p} \leq p < \hat{p} + E \) or \( p > \hat{p} - E \), where the margin of error \( E \) is modified by replacing \( z_{\alpha/2} \) with \( z_{\alpha} \). If Air America wants to report an on-time performance of at least \( x \) percent with 95% confidence, construct the appropriate one-sided confidence interval and then find the percent in question. Assume that a simple random sample of 750 flights results in 630 that are on time.

51. **Confidence Interval from Small Sample** Special tables are available for finding confidence intervals for proportions involving small numbers of cases, where the normal distribution approximation cannot be used. For example, given \( x = 3 \) successes among \( n = 8 \) trials, the 95% confidence interval found in *Standard Probability and Statistics Tables and Formulae* (CRC Press) is \( 0.085 < p < 0.755 \). Find the confidence interval that would result if you were to incorrectly use the normal distribution as an approximation to the binomial distribution. Are the results reasonably close?

52. **Interpreting Confidence Interval Limits** Assume that a coin is modified so that it favors heads, and 100 tosses result in 95 heads. Find the 99% confidence interval estimate of the proportion of heads that will occur with this coin. What is unusual about the results obtained by the methods of this section? Does common sense suggest a modification of the resulting confidence interval?

53. **Rule of Three** Suppose \( n \) trials of a binomial experiment result in no successes. According to the *Rule of Three*, we have 95% confidence that the true population proportion has an upper bound of \( 3/n \). (See “A Look at the Rule of Three,” by Jovanovic and Levy, *American Statistician*, Vol. 51, No. 2.)

**a.** If \( n \) independent trials result in no successes, why can’t we find confidence interval limits by using the methods described in this section?

**b.** If 20 patients are treated with a drug and there are no adverse reactions, what is the 95% upper bound for \( p \), the proportion of all patients who experience adverse reactions to this drug?

54. **Poll Accuracy** A *New York Times* article about poll results states, “In theory, in 19 cases out of 20, the results from such a poll should differ by no more than one percentage point in either direction from what would have been obtained by interviewing all voters in the United States.” Find the sample size suggested by this statement.
Estimating a Population Mean: $\sigma$ Known

**Key Concept** In this section we present methods for estimating a population mean. In addition to knowing the values of the sample data or statistics, we must also know the value of the population standard deviation, $\sigma$. Here are three key concepts that should be learned in this section.

1. We should know that the sample mean $\bar{x}$ is the best *point estimate* of the population mean $\mu$.

2. We should learn how to use sample data to construct a *confidence interval* for estimating the value of a population mean, and we should know how to interpret such confidence intervals.

3. We should develop the ability to determine the sample size necessary to estimate a population mean.

**Important:** The confidence interval described in this section has the requirement that we know the value of the population standard deviation $\sigma$, but that value is rarely known in real circumstances. Section 7-4 describes methods for dealing with realistic cases in which $\sigma$ is not known.

**Point Estimate** In Section 7-2 we saw that the sample proportion $\hat{p}$ is the best point estimate of the population proportion $p$. The sample mean $\bar{x}$ is an *unbiased estimator* of the population mean $\mu$, and for many populations, sample means tend to vary less than other measures of center, so the sample mean $\bar{x}$ is usually the best point estimate of the population mean $\mu$.

*The sample mean $\bar{x}$ is the best point estimate of the population mean.*

Although the sample mean $\bar{x}$ is usually the best point estimate of the population mean $\mu$, it does not give us any indication of just how good our best estimate is. We get more information from a *confidence interval* (or *interval estimate*), which consists of a range (or an interval) of values instead of just a single value.

**Knowledge of $\sigma$** The listed requirements on the next page include knowledge of the population standard deviation $\sigma$, but Section 7-4 presents methods for estimating a population mean without knowledge of the value of $\sigma$.

**Normality Requirement** The requirements on the next page include the property that either the population is normally distributed or $n > 30$. If $n \leq 30$, the population need not have a distribution that is exactly normal. The methods of this section are *robust* against departures from normality, which means that these methods are not strongly affected by departures from normality, provided that those departures are not too extreme. We therefore have a loose normality requirement that can be satisfied if there are no outliers and if a histogram of the sample data is not dramatically different from being bell-shaped. (See Section 6-7.)

**Sample Size Requirement** The normal distribution is used as the distribution of sample means. If the original population is not itself normally distributed, then we say that means of samples with size $n > 30$ have a distribution that can be approximated by a normal distribution. The condition $n > 30$ is a common guideline, but there is no specific minimum sample size that works for all cases.
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The minimum sample size actually depends on how much the population distribution departs from a normal distribution. Sample sizes of 15 to 30 are sufficient if the population has a distribution that is not far from normal, but some other populations have distributions that are extremely far from normal and sample sizes greater than 30 might be necessary. In this book we use the simplified criterion of \( n > 30 \) as justification for treating the distribution of sample means as a normal distribution.

**Confidence Level** The confidence interval is associated with a confidence level, such as 0.95 (or 95%). The confidence level gives us the success rate of the procedure used to construct the confidence interval. As in Section 7-2, \( \alpha \) is the complement of the confidence level. For a 0.95 (or 95%) confidence level, \( \alpha = 0.05 \) and \( z_{\alpha/2} = 1.96 \).

### Confidence Interval for Estimating a Population Mean (with \( \sigma \) Known)

**Objective**
Construct a confidence interval used to estimate a population mean.

**Notation**
- \( \mu \) = population mean
- \( \sigma \) = population standard deviation
- \( \bar{x} \) = sample mean
- \( n \) = number of sample values
- \( E \) = margin of error
- \( z_{\alpha/2} \) = \( \alpha \) score separating an area of \( \alpha/2 \) in the right tail of the standard normal distribution

**Requirements**

1. The sample is a simple random sample.
2. The value of the population standard deviation \( \sigma \) is known.
3. Either or both of these conditions is satisfied: The population is normally distributed or \( n > 30 \).

**Confidence Interval**

\[
\bar{x} - E < \mu < \bar{x} + E \quad \text{where} \quad E = z_{\alpha/2} \cdot \frac{\sigma}{\sqrt{n}}
\]

or

\[
\bar{x} \pm E
\]

or

\[
(\bar{x} - E, \bar{x} + E)
\]

**Procedure for Constructing a Confidence Interval for \( \mu \) (with Known \( \sigma \))**

1. Verify that the requirements are satisfied.
2. Refer to Table A-2 or use technology to find the critical value \( z_{\alpha/2} \) that corresponds to the desired confidence level. (For example, if the confidence level is 95%, the critical value is \( z_{0.025} = 1.96 \).)
3. Evaluate the margin of error \( E = z_{a/2} \cdot \sigma / \sqrt{n} \)

4. Using the value of the calculated margin of error \( E \) and the value of the sample mean \( \bar{x} \), find the values of the confidence interval limits: \( \bar{x} - E \) and \( \bar{x} + E \). Substitute those values in the general format for the confidence interval:

\[
\bar{x} - E < \mu < \bar{x} + E
\]

or

\[
\bar{x} \pm E
\]

or

\[
(\bar{x} - E, \bar{x} + E)
\]

5. Round the resulting values by using the following round-off rule.

---

### Round-Off Rule for Confidence Intervals Used to Estimate \( \mu \)

1. When using the original set of data to construct a confidence interval, round the confidence interval limits to one more decimal place than is used for the original set of data.

2. When the original set of data is unknown and only the summary statistics \((n, \bar{x}, s)\) are used, round the confidence interval limits to the same number of decimal places used for the sample mean.

---

### Interpreting a Confidence Interval
As in Section 7-2, be careful to interpret confidence intervals correctly. After obtaining a confidence interval estimate of the population mean \( \mu \), such as a 95% confidence interval of 164.49 < \( \mu \) < 180.61, there is a correct interpretation and many incorrect interpretations.

**Correct:** “We are 95% confident that the interval from 164.49 to 180.61 actually does contain the true value of \( \mu \).” This means that if we were to select many different samples of the same size and construct the corresponding confidence intervals, in the long run 95% of them would actually contain the value of \( \mu \). (As in Section 7-2, this correct interpretation refers to the success rate of the process being used to estimate the population mean.)

**Incorrect:** Because \( \mu \) is a fixed constant, it would be incorrect to say “there is a 95% chance that \( \mu \) will fall between 164.49 and 180.61.” It would also be incorrect to say that “95% of all data values are between 164.49 and 180.61,” or that “95% of sample means fall between 164.49 and 180.61.” Creative readers can formulate other possible incorrect interpretations.

---

### Weights of Men
People have died in boat and aircraft accidents because an obsolete estimate of the mean weight of men was used. In recent decades, the mean weight of men has increased considerably, so we need to update our estimate of that mean so that boats, aircraft, elevators, and other such devices do not become dangerously overloaded. Using the weights of men from Data Set 1 in Appendix B, we obtain these sample statistics for the simple random sample: \( n = 40 \) and \( \bar{x} = 172.55 \) lb. Research from several other sources suggests that the population of weights of men has a standard deviation given by \( \sigma = 26 \) lb.

---

### Estimating Wildlife Population Sizes
The National Forest Management Act protects endangered species, including the northern spotted owl, with the result that the forestry industry was not allowed to cut vast regions of trees in the Pacific Northwest. Biologists and statisticians were asked to analyze the problem, and they concluded that survival rates and population sizes were decreasing for the female owls, known to play an important role in species survival. Biologists and statisticians also studied salmon in the Snake and Columbia Rivers in Washington State, and penguins in New Zealand. In the article “Sampling Wildlife Populations” (Chance, Vol. 9, No. 2), authors Bryan Manly and Lyman McDonald comment that in such studies, “biologists gain through the use of modeling skills that are the hallmark of good statistics. Statisticians gain by being introduced to the reality of problems by biologists who know what the crucial issues are.”
Captured Tank Serial Numbers Reveal Population Size

During World War II, Allied intelligence specialists wanted to determine the number of tanks Germany was producing. Traditional spy techniques provided unreliable results, but statisticians obtained accurate estimates by analyzing serial numbers on captured tanks. As one example, records show that Germany actually produced 271 tanks in June 1941. The estimate based on serial numbers was 244, but traditional intelligence methods resulted in the extreme estimate of 1550. (See “An Empirical Approach to Economic Intelligence in World War II,” by Ruggles and Brodie, Journal of the American Statistical Association, Vol. 42.)

**SOLUTION**

**REQUIREMENT CHECK** We must first verify that the requirements are satisfied. (1) The sample is a simple random sample. (2) The value of \( \sigma \) is assumed to be known with \( \sigma = 26 \) lb. (3) With \( n > 30 \), we satisfy the requirement that “the population is normally distributed or \( n > 30 \).” The requirements are therefore satisfied.

**a.** The sample mean of 172.55 lb is the best point estimate of the mean weight for the population of all men.

**b.** The 0.95 confidence level implies that \( \alpha = 0.05 \), so \( z_{\alpha/2} = 1.96 \) (as was shown in Example 2 in Section 7-2). The margin of error \( E \) is first calculated as follows. (Extra decimal places are used to minimize rounding errors in the confidence interval.)

\[
E = z_{\alpha/2} \cdot \frac{\sigma}{\sqrt{n}} = 1.96 \cdot \frac{26}{\sqrt{40}} = 8.0574835
\]

With \( \bar{x} = 172.55 \) and \( E = 8.0574835 \), we now construct the confidence interval as follows:

\[
\bar{x} - E < \mu < \bar{x} + E
\]

\[
172.55 - 8.0574835 < \mu < 172.55 + 8.0574835
\]

164.49 \( < \mu < 180.61 \) (rounded to two decimal places as in \( \bar{x} \))

**c.** Based on the confidence interval, it is possible that the mean weight of 166.3 lb used in 1960 could be the mean weight of men today. However, the best point estimate of 172.55 lb suggests that the mean weight of men is now considerably greater than 166.3 lb. Considering that an underestimate of the mean weight of men could result in lives lost through overloaded boats and aircraft, these results strongly suggest that additional data should be collected. (Additional data have been collected, and the assumed mean weight of men has been increased.)

**INTERPRETATION**

The confidence interval from part (b) could also be expressed as 172.55 \( \pm \) 8.06 or as (164.49, 180.61). Based on the sample with \( n = 40 \), \( \bar{x} = 172.55 \) and \( \sigma \) assumed to be 26, the confidence interval for the population mean \( \mu \) is 164.49 \( < \mu < 180.61 \) lb and this interval has a 0.95 confidence level. This means that if we were to select many different simple random samples of 40 men and construct the confidence intervals as we did here, 95% of them would actually contain the value of the population mean \( \mu \).

**Rationale for the Confidence Interval**

The basic idea underlying the construction of confidence intervals relates to this property of the sampling distribution of sample means: If we collect simple random samples of the same size \( n \), the sample means are (at least approximately) normally distributed with mean \( \mu \) and standard
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In the standard score \( z = (\bar{x} - \mu)/\sigma \), replace \( \mu \) with \( \mu = \bar{x} - z\frac{\sigma}{\sqrt{n}} \).

In the above equation, use the positive and negative values of \( z \) and replace the right-most term by \( E \). The right-hand side of the equation then yields the confidence interval limits of \( \bar{x} - E \) and \( \bar{x} + E \) that we are given earlier in this section. For a 95% confidence interval, we let \( \alpha = 0.05 \), so \( z_{0.025} = 1.96 \), so there is a 0.95 probability that a sample mean will be within 1.96 standard deviations (or \( z_{0.025} \cdot \sigma/\sqrt{n} \) or \( E \)) of \( \mu \).

If the sample mean \( \bar{x} \) is within \( E \) of the population mean, then \( \mu \) is between \( \bar{x} - E \) and \( \bar{x} + E \). That is, \( \bar{x} - E < \mu < \bar{x} + E \).

**Determining Sample Size Required to Estimate \( \mu \)**

When collecting a simple random sample that will be used to estimate a population mean \( \mu \), how many sample values must be obtained? For example, suppose we want to estimate the mean weight of airline passengers (an important value for reasons of safety). How many passengers must be randomly selected and weighed? Determining the size of a simple random sample is a very important issue, because samples that are needlessly large waste time and money, and samples that are too small may lead to poor results.

If we use the expression for the margin of error \( E = z_{0.025}\sigma/\sqrt{n} \) and solve for the sample size \( n \), we get Formula 7-4 shown below.

**Finding the Sample Size Required to Estimate a Population Mean**

**Objective**

Determine how large a sample should be in order to estimate the population mean \( \mu \).

**Notation**

- \( \mu \) = population mean
- \( \sigma \) = population standard deviation
- \( \bar{x} \) = sample mean
- \( E \) = desired margin of error
- \( z_{0.025} \) = \( z \) score separating an area of 0.025 in the right tail of the standard normal distribution

**Requirements**

The sample must be a simple random sample.

**Formula 7-4**

\[
 n = \left[ \frac{z_{0.025} \sigma}{E} \right]^2
\]

Formula 7-4 is remarkable because it shows that the sample size does not depend on the size \((N)\) of the population; the sample size depends on the desired confidence level, the desired margin of error, and the value of the standard deviation \( \sigma \). (See Exercise 38 for dealing with cases in which a relatively large sample is selected without replacement from a finite population.) The sample size must be a whole number, because it represents the number of sample values that must be found. However, Formula 7-4 usually gives a result that is not a whole number, so we use the following round-off rule. (It is based on the
principle that when rounding is necessary, the required sample size should be rounded upward so that it is at least adequately large as opposed to slightly too small.)

### Round-Off Rule for Sample Size \( n \)

If the computed sample size \( n \) is not a whole number, round the value of \( n \) up to the next larger whole number.

### Dealing with Unknown \( \sigma \) When Finding Sample Size

Formula 7-4 requires that we substitute a known value for the population standard deviation \( \sigma \), but in reality, it is usually unknown. When determining a required sample size (not constructing a confidence interval), here are some ways that we can work around the problem of not knowing the value of \( \sigma \):

1. Use the range rule of thumb (see Section 3-3) to estimate the standard deviation as follows: \( \sigma \approx \text{range}/4 \). (With a sample of 87 or more values randomly selected from a normally distributed population, \( \text{range}/4 \) will yield a value that is greater than or equal to \( \sigma \) at least 95% of the time. (See “Using the Sample Range as a Basis for Calculating Sample Size in Power Calculations,” by Richard Browne, *American Statistician*, Vol. 55, No. 4.)

2. Start the sample collection process without knowing \( \sigma \) and, using the first several values, calculate the sample standard deviation \( s \) and use it in place of \( \sigma \). The estimated value of \( \sigma \) can then be improved as more sample data are obtained, and the sample size can be refined accordingly.

3. Estimate the value of \( \sigma \) by using the results of some other study that was done earlier.

In addition, we can sometimes be creative in our use of other known results. For example, IQ tests are typically designed so that the mean is 100 and the standard deviation is 15. Statistics students have IQ scores with a mean greater than 100 and a standard deviation less than 15 (because they are a more homogeneous group than people randomly selected from the general population). We do not know the specific value of \( \sigma \) for statistics students, but we can play it safe by using \( \sigma = 15 \). Using a value for \( \sigma \) that is larger than the true value will make the sample size larger than necessary, but using a value for \( \sigma \) that is too small would result in a sample size that is inadequate. *When calculating the sample size \( n \), any errors should always be conservative in the sense that they make \( n \) too large instead of too small.*

### Example 2: IQ Scores of Statistics Students

Assume that we want to estimate the mean IQ score for the population of statistics students. How many statistics students must be randomly selected for IQ tests if we want 95% confidence that the sample mean is within 3 IQ points of the population mean?

**Solution**

For a 95% confidence interval, we have \( \alpha = 0.05 \), so \( z_{0.025} = 1.96 \). Because we want the sample mean to be within 3 IQ points of \( \mu \), the margin of error is \( E = 3 \). Also, \( \sigma = 15 \) (see the discussion that immediately precedes this example). Using Formula 7-4, we get

\[
 n = \left[ \frac{z_{0.025} \sigma}{E} \right]^2 = \left[ \frac{1.96 \cdot 15}{3} \right]^2 = 96.04 = 97 \quad \text{(rounded up)}
\]
Among the thousands of statistics students, we need to obtain a simple random sample of at least 97 students. Then we need to get their IQ scores. With a simple random sample of only 97 statistics students, we will be 95% confident that the sample mean $\bar{x}$ is within 3 IQ points of the true population mean $\mu$.

If we want a more accurate estimate, we can decrease the margin of error. Halving the margin of error quadruples the sample size, so if you want more accurate results, the sample size must be substantially increased. Because large samples generally require more time and money, there is often a need for a tradeoff between the sample size and the margin of error $E$.

**INTERPRETATION**

Confidence Intervals See the end of Section 7-4 for the confidence interval procedures that apply to the methods of this section as well as those of Section 7-4. STATDISK, Minitab, Excel, and the TI-83/84 Plus calculator can all be used to find confidence intervals when we want to estimate a population mean and the requirements of this section (including a known value of $\sigma$) are all satisfied.

Sample Size Determination Sample size calculations are not included with the TI-83/84 Plus calculator or Excel. The STATDISK and Minitab procedures for determining the sample size required to estimate a population mean $\mu$ are described below.

**STATDISK** Select Analysis from the main menu bar at the top, then select Sample Size Determination, followed by

**Estimate Mean.** You must now enter the confidence level (such as 0.95) and the margin of error $E$. You can also enter the population standard deviation $\sigma$ if it is known. There is also an option that allows you to enter the population size $N$, assuming that you are sampling without replacement from a finite population. (See Exercise 38.)

**Minitab** Minitab 16 introduces a feature for estimating sample size. Click on Stat, select Power and Sample Size, then select Sample Size for Estimation. For the parameter, select Mean (normal). For “Planning Value,” enter the value of the standard deviation. For the “Margins of error,” enter the desired margin of error. Click on Options and click on the box to “Assume population standard deviation is known.” Click OK twice to get the required sample size.

---

**7-3 Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. **Point Estimate** In general, what is a point estimate of a population parameter? Given a simple random sample of heights from some population, such as the population of all basketball players in the NBA, how would you find the best point estimate of the population mean?

2. **Simple Random Sample** A design engineer for the Ford Motor Company must estimate the mean leg length of all adults. She obtains a list of the 1275 employees at her facility, then obtains a simple random sample of 50 employees. If she uses this sample to construct a 95% confidence interval to estimate the mean leg length for the population of all adults, will her estimate be good? Why or why not?

3. **Confidence Interval** Based on the heights of women listed in Data Set 1 in Appendix B, and assuming that heights of women have a standard deviation of $\sigma = 2.5$ in., this 95% confidence interval is obtained: $62.42 \text{ in.} < \mu < 63.97 \text{ in}$. Assuming that you are a newspaper reporter, write a statement that correctly interprets that confidence interval and includes all of the relevant information.
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4. **Unbiased Estimator** One of the features of the sample mean that makes it a good estimator of a population mean \( \mu \) is that the sample mean is an unbiased estimator. What does it mean for a statistic to be an unbiased estimator of a population parameter?

**Finding Critical Values.** In Exercises 5–8, find the indicated critical value \( z_{\alpha/2} \).

5. Find the critical value \( z_{0.05/2} \) that corresponds to a 90% confidence level.
6. Find the critical value \( z_{0.01/2} \) that corresponds to a 98% confidence level.
7. Find \( z_{0.05/2} \) for \( \alpha = 0.20 \).
8. Find \( z_{0.05/2} \) for \( \alpha = 0.04 \).

**Verifying Requirements and Finding the Margin of Error.** In Exercises 9–12, find the margin of error and confidence interval if the necessary requirements are satisfied. If the requirements are not all satisfied, state that the margin of error and confidence interval cannot be calculated using the methods of this section.

**9. Credit Rating** FICO (Fair, Isaac, and Company) credit rating scores of a simple random sample of applicants for credit cards: 95% confidence; \( n = 50, \bar{x} = 677 \), and \( \sigma \) is known to be 68.

**10. Braking Distances** The braking distances of a simple random sample of cars: 95% confidence; \( n = 32, \bar{x} = 137 \) ft, and \( \sigma \) is known to be 7 ft.

**11. Rainfall Amounts** The amounts of rainfall for a simple random sample of Saturdays in Boston: 99% confidence; \( n = 12, \bar{x} = 0.133 \) in., \( \sigma \) is known to be 0.212 in., and the population is known to have daily rainfall amounts with a distribution that is far from normal.

**12. Failure Times** The times before failure of integrated circuits used in calculators: 99% confidence; \( n = 25, \bar{x} = 112 \) hours, \( \sigma \) is known to be 18.6 hours, and the distribution of all times before failure is far from normal.

**Finding Sample Size.** In Exercises 13–16, use the given information to find the minimum sample size required to estimate an unknown population mean \( \mu \).

**13. Credit Rating** How many adults must be randomly selected to estimate the mean FICO (credit rating) score of working adults in the United States. We want 95% confidence that the sample mean is within 3 points of the population mean, and the population standard deviation is 68.

**14. Braking Distances** How many cars must be randomly selected and tested in order to estimate the mean braking distance of registered cars in the United States. We want 99% confidence that the sample mean is within 2 ft of the population mean, and the population standard deviation is known to be 7 ft.

**15. Rainfall Amounts** How many daily rainfall amounts in Boston must be randomly selected to estimate the mean daily rainfall amount? We want 99% confidence that the sample mean is within 0.010 in. of the population mean, and the population standard deviation is known to be 0.212 in.

**16. Failure Times** How many integrated circuits must be randomly selected and tested for time to failure in order to estimate the mean time to failure? We want 95% confidence that the sample mean is within 2 hr of the population mean, and the population standard deviation is known to be 18.6 hours.

**Interpreting Results.** In Exercises 17–20, refer to the accompanying TI-83/84 Plus calculator display of a 95% confidence interval. The sample display results from using a simple random sample of the amounts of tar (in milligrams) in cigarettes that are all king size, nonfiltered, nonmenthol, and non-light.

**17.** Identify the value of the point estimate of the population mean \( \mu \).

**18.** Express the confidence interval in the format of \( \bar{x} - E < \mu < \bar{x} + E \).

**19.** Express the confidence interval in the format of \( \bar{x} \pm E \).
20. Write a statement that interprets the 95% confidence interval.

21. Weights of Women Using the simple random sample of weights of women from Data Set 1 in Appendix B, we obtain these sample statistics: \( n = 40 \) and \( \bar{x} = 146.22 \) lb. Research from other sources suggests that the population of weights of women has a standard deviation given by \( \sigma = 30.86 \) lb.
   a. Find the best point estimate of the mean weight of all women.
   b. Find a 95% confidence interval estimate of the mean weight of all women.

22. NCAA Football Coach Salaries A simple random sample of 40 salaries of NCAA football coaches has a mean of $415,953. Assume that \( \sigma = 463,364 \).
   a. Find the best point estimate of the mean salary of all NCAA football coaches.
   b. Construct a 95% confidence interval estimate of the mean salary of an NCAA football coach.
   c. Does the confidence interval contain the actual population mean of $474,477?

23. Perception of Time Randomly selected statistics students of the author participated in an experiment to test their ability to determine when 1 min (or 60 seconds) has passed. Forty students yielded a sample mean of 58.3 sec. Assume that \( \sigma = 9.5 \) sec.
   a. Find the best point estimate of the mean time for all statistics students.
   b. Construct a 95% confidence interval estimate of the population mean of all statistics students.
   c. Based on the results, is it likely that their estimates have a mean that is reasonably close to 60 sec?

24. Red Blood Cell Count A simple random sample of 50 adults (including males and females) is obtained, and each person’s red blood cell count (in cells per microliter) is measured. The sample mean is 4.63. The population standard deviation for red blood cell counts is 0.54.
   a. Find the best point estimate of the mean red blood cell count of adults.
   b. Construct a 99% confidence interval estimate of the mean red blood cell count of adults.
   c. The normal range of red blood cell counts for adults is given by the National Institutes of Health as 4.7 to 6.1 for males and 4.3 to 5.4 for females. What does the confidence interval suggest about these normal ranges?

25. SAT Scores A simple random sample of 125 SAT scores has a mean of 1522. Assume that SAT scores have a standard deviation of 333.
   a. Construct a 95% confidence interval estimate of the mean SAT score.
   b. Construct a 99% confidence interval estimate of the mean SAT score.
   c. Which of the preceding confidence intervals is wider? Why?

26. Birth Weights A simple random sample of birth weights in the United States has a mean of 3433 g. The standard deviation of all birth weights is 495 g.
   a. Using a sample size of 75, construct a 95% confidence interval estimate of the mean birth weight in the United States.
   b. Using a sample size of 75,000, construct a 95% confidence interval estimate of the mean birth weight in the United States.
   c. Which of the preceding confidence intervals is wider? Why?

27. Blood Pressure Levels When 14 different second-year medical students at Bellevue Hospital measured the blood pressure of the same person, they obtained the results listed below. Assuming that the population standard deviation is known to be 10 mmHg, construct a 95% confidence interval estimate of the population mean. Ideally, what should the confidence interval be in this situation?

\[
138 \\ 130 \\ 135 \\ 140 \\ 120 \\ 125 \\ 120 \\ 130 \\ 130 \\ 144 \\ 143 \\ 140 \\ 130 \\ 150
\]
28. **Telephone Digits** Polling organizations typically generate the last digits of telephone numbers so that people with unlisted numbers are included. Listed below are digits randomly generated by STATDISK. Such generated digits are from a population with a standard deviation of 2.87.

a. Use the methods of this section to construct a 95% confidence interval estimate of the mean of all such generated digits.

b. Are the requirements for the methods of this section all satisfied? Does the confidence interval from part (a) serve as a good estimate of the population mean? Explain.

```
1 1 7 0 7 4 5 1 7 6
```

Large Data Sets from Appendix B. **In Exercises 29 and 30, refer to the data set from Appendix B.**

29. **Movie Gross Amounts** Refer to Data Set 9 from Appendix B and construct a 95% confidence interval estimate of the mean gross amount for the population of all movies. Assume that the population standard deviation is known to be 100 million dollars.

30. **FICO Credit Rating Scores** Refer to Data Set 24 in Appendix B and construct the 99% confidence interval estimate of the mean FICO score for the population. Assume that the population standard deviation is 92.2.

### Finding Sample Size. **In Exercises 31–36, find the indicated sample size.**

31. **Sample Size for Mean IQ of NASA Scientists** The Wechsler IQ test is designed so that the mean is 100 and the standard deviation is 15 for the population of normal adults. Find the sample size necessary to estimate the mean IQ score of scientists currently employed by NASA. We want to be 95% confident that our sample mean is within five IQ points of the true mean. The mean for this population is clearly greater than 100. The standard deviation for this population is probably less than 15 because it is a group with less variation than a group randomly selected from the general population; therefore, if we use \( \sigma = 15 \), we are being conservative by using a value that will make the sample size at least as large as necessary. Assume then that \( \sigma = 15 \) and determine the required sample size.

32. **Sample Size for White Blood Cell Count** What sample size is needed to estimate the mean white blood cell count (in cells per microliter) for the population of adults in the United States? Assume that you want 99% confidence that the sample mean is within 0.2 of the population mean. The population standard deviation is 2.5.

33. **Sample Size for Atkins Weight Loss Program** You want to estimate the mean weight loss of people one year after using the Atkins weight loss program. How many people on that program must be surveyed if we want to be 95% confident that the sample mean weight loss is within 0.25 lb of the true population mean? Assume that the population standard deviation is known to be 10.6 lb (based on data from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Risk Reduction,” by Dansinger, et al., *Journal of the American Medical Association*, Vol. 293, No. 1). Is the resulting sample size practical?

34. **Grade Point Average** A researcher wants to estimate the mean grade point average of all current college students in the United States. She has developed a procedure to standardize scores from colleges using something other than a scale between 0 and 4. How many grade point averages must be obtained so that the sample mean is within 0.1 of the population mean? Assume that a 90% confidence level is desired. Also assume that a pilot study showed that the population standard deviation is estimated to be 0.88.

35. **Sample Size Using Range Rule of Thumb** You want to estimate the mean amount of annual tuition being paid by current full-time college students in the United States. First use the range rule of thumb to make a rough estimate of the standard deviation of the amounts spent. It is reasonable to assume that tuition amounts range from $0 to about $40,000. Then use that estimated standard deviation to determine the sample size corresponding to 95% confidence and a $100 margin of error.
36. Sample Size Using Sample Data Refer to Data Set 1 in Appendix B and find the maximum and minimum pulse rates for males, then use those values with the range rule of thumb to estimate \( \sigma \). How many adult males must you randomly select and test if you want to be 95% confident that the sample mean pulse rate is within 2 beats (per minute) of the true population mean \( \mu \)? If, instead of using the range rule of thumb, the standard deviation of the male pulse rates in Data Set 1 is used as an estimate of \( \sigma \), is the required sample size very different? Which sample size is likely to be closer to the correct sample size?

7-3 Beyond the Basics

37. Confidence Interval with Finite Population Correction Factor The standard error of the mean is \( \sigma / \sqrt{n} \), provided that the population size is infinite or very large or sampling is with replacement. If the population size \( N \) is finite, then the correction factor \( \sqrt{(N - n)/(N - 1)} \) should be used whenever \( n > 0.05N \). The margin of error \( E \) is multiplied by this correction factor as shown below. Repeat part (a) of Exercise 25 assuming that the sample is selected without replacement from a population of size 200. How is the confidence interval affected by the additional information about the population size?

\[
E = z_{a/2} \left( \frac{\sigma}{\sqrt{n}} \right) \sqrt{\frac{N - n}{N - 1}}
\]

38. Sample Size with Finite Population Correction Factor The methods of this section assume that sampling is from a population that is very large or infinite, and that we are sampling with replacement. If we have a relatively small population and sample without replacement, we should modify \( E \) to include a finite population correction factor, so that the margin of error is as shown in Exercise 37, where \( N \) is the population size. That expression for the margin of error can be solved for \( n \) to yield

\[
n = \frac{N \sigma^2 (z_{a/2})^2}{(N - 1)E^2 + \sigma^2 (z_{a/2})^2}
\]

Repeat Exercise 32, assuming that a simple random sample is selected without replacement from a population of 500 people. Does the additional information about the population size have much of an effect on the sample size?

7-4 Estimating a Population Mean: \( \sigma \) Not Known

Key Concept In this section we present methods for estimating a population mean when the population standard deviation \( \sigma \) is unknown. With \( \sigma \) unknown, we use the Student \( t \) distribution (instead of the normal distribution), assuming that the relevant requirements are satisfied. Because \( \sigma \) is typically unknown in real circumstances, the methods of this section are realistic and practical, and they are often used.

As in Section 7-3, the sample mean \( \bar{x} \) is the best point estimate (or single-valued estimate) of the population mean \( \mu \).

The sample mean \( \bar{x} \) is the best point estimate of the population mean \( \mu \).

Here is a major point of this section: If \( \sigma \) is not known, but the relevant requirements are satisfied, we use a Student \( t \) distribution (instead of a normal distribution), as developed by William Gosset (1876–1937). Gosset was a Guinness Brewery employee who needed a distribution that could be used with small samples. The Irish brewery where he worked did not allow the publication of research results, so Gosset published under the pseudonym “Student.” (In the interest of research and better serving his readers, the author visited the Guinness Brewery and sampled some of the product. Such commitment!)
Student t Distribution

If a population has a normal distribution, then the distribution of

\[ t = \frac{\bar{x} - \mu}{s / \sqrt{n}} \]

is a Student t distribution for all samples of size \( n \). A Student t distribution is often referred to simply as a t distribution.

Because we do not know the value of the population standard deviation \( \sigma \), we estimate it with the value of the sample standard deviation \( s \), but this introduces an additional source of unreliability, especially with small samples. In order to maintain a desired confidence level, such as 95%, we compensate for this additional unreliability by making the confidence interval wider: We use critical values (from a Student t distribution) that are larger than the critical values of \( z_{\alpha/2} \) from the normal distribution. A critical value of \( t_{\alpha/2} \) can be found by using technology or Table A-3, but we must first identify the number of degrees of freedom.

The number of degrees of freedom for a collection of sample data is the number of sample values that can vary after certain restrictions have been imposed on all data values. The number of degrees of freedom is often abbreviated as \( df \).

For example, if 10 students have quiz scores with a mean of 80, we can freely assign values to the first 9 scores, but the 10th score is then determined. The sum of the 10 scores must be 800, so the 10th score must equal 800 minus the sum of the first 9 scores. Because those first 9 scores can be freely selected to be any values, we say that there are 9 degrees of freedom available. For the applications of this section, the number of degrees of freedom is simply the sample size minus 1.

\[ \text{degrees of freedom} = n - 1 \]

Example 1

Finding a Critical t Value A sample of size \( n = 7 \) is a simple random sample selected from a normally distributed population. Find the critical value \( t_{\alpha/2} \) corresponding to a 95% confidence level.

Solution

Because \( n = 7 \), the number of degrees of freedom is given by \( n - 1 = 6 \). Using Table A-3, we locate the 6th row by referring to the column at the extreme left. A 95% confidence level corresponds to \( \alpha = 0.05 \), and confidence intervals require that the area \( \alpha \) be divided equally between the left and right tails of the distribution (as in Figure 7-4), so we find the column listing values for an area of 0.05 in two tails. The value corresponding to the row for 6 degrees of freedom and the column for an area of 0.05 in two tails is 2.447, so \( t_{\alpha/2} = 2.447 \). (See Figure 7-4.) We could also express this as \( t_{0.025} = 2.447 \). Such critical values \( t_{\alpha/2} \) are used for the margin of error \( E \) and confidence interval as shown below.

DOT Uses CI

The following excerpts from a Department of Transportation circular concern some of the accuracy requirements for navigation equipment used in aircraft. Note the use of the confidence interval. “The total of the error contributions of the airborne equipment, when combined with the appropriate flight technical errors listed, should not exceed the following with a 95% confidence (2-sigma) over a period of time equal to the update cycle.” “The system of airways and routes in the United States has widths of route protection used on a VOR system with accuracy of \( \pm 4.5 \) degrees on a 95% probability basis.”
Objective
Construct a confidence interval used to estimate a population mean.

Notation
\[
\begin{align*}
\mu &= \text{population mean} \\
\bar{x} &= \text{sample mean} \\
s &= \text{sample standard deviation} \\
n &= \text{number of sample values}
\end{align*}
\]

\[E = \text{margin of error} \]

\[t_{a/2} = \text{critical } t \text{ value separating an area of } \alpha/2 \text{ in the right tail of the } t \text{ distribution}\]

Requirements
1. The sample is a simple random sample.
2. Either the sample is from a normally distributed population or \(n \geq 30\).

Confidence Interval
\[
\bar{x} - E < \mu < \bar{x} + E \quad \text{where} \quad E = t_{a/2} \frac{s}{\sqrt{n}} \quad (df = n - 1)
\]

or
\[
\bar{x} \pm E
\]

or
\[(\bar{x} - E, \bar{x} + E)\]

Requirements
As in Section 7-3, the requirement of a normally distributed population is not a strict requirement, so we can usually consider the population to be normally distributed after using the sample data to confirm that there are no outliers and the histogram has a shape that is not substantially far from a normal distribution. Also, as in Section 7-3, the requirement that the sample size is \(n \geq 30\) is commonly used as a guideline, but the minimum sample size actually depends on how much the population distribution departs from a normal distribution. (If a population is known to be normally distributed, the distribution of sample means \(\bar{x}\) is exactly a normal distribution with mean \(\mu\) and standard deviation \(\sigma/\sqrt{n}\); if the population is not
Properly for Constructing a Confidence Interval for \( \mu \) (with \( \sigma \) unknown)

1. Verify that the requirements are satisfied.

2. Using \( n - 1 \) degrees of freedom, refer to Table A-3 or use technology to find the critical value \( t_{a/2} \) that corresponds to the desired confidence level. (For the confidence level, refer to the “Area in Two Tails.”)

3. Evaluate the margin of error \( E = t_{a/2} \cdot \frac{s}{\sqrt{n}} \).

4. Using the value of the calculated margin of error \( E \) and the value of the sample mean \( \bar{x} \), find the values of the confidence interval limits: \( \bar{x} - E \) and \( \bar{x} + E \). Substitute those values in the general format for the confidence interval.

5. Round the resulting confidence interval limits. If using the original set of data, round to one more decimal place than is used for the original set of data. If using summary statistics \( (n, \bar{x}, \delta) \), round the confidence interval limits to the same number of decimal places used for the sample mean.

Example 2: Constructing a Confidence Interval: Garlic for Reducing Cholesterol

A common claim is that garlic lowers cholesterol levels. In a test of the effectiveness of garlic, 49 subjects were treated with doses of raw garlic, and their cholesterol levels were measured before and after the treatment. The changes in their levels of LDL cholesterol (in mg/dL) have a mean of 0.4 and a standard deviation of 21.0 (based on data from “Effect of Raw Garlic vs Commercial Garlic Supplements on Plasma Lipid Concentrations in Adults With Moderate Hypercholesterolemia,” by Gardner et al., Archives of Internal Medicine, Vol. 167). Use the sample statistics of \( n = 49, \bar{x} = 0.4, \) and \( s = 21.0 \) to construct a 95% confidence interval estimate of the mean net change in LDL cholesterol after the garlic treatment. What does the confidence interval suggest about the effectiveness of garlic in reducing LDL cholesterol?

Requirement Check

We must first verify that the requirements are satisfied. (1) The detailed design of the garlic trials justify the assumption that the sample is a simple random sample. (2) The requirement that “the population is normally distributed or \( n > 30 \)” is satisfied because \( n = 49 \). The requirements are therefore satisfied.

The confidence level of 95% implies that \( \alpha = 0.05 \). With \( n = 49 \), the number of degrees of freedom is \( n - 1 = 48 \). If using Table A-3, we look for the row with 48 degrees of freedom and the column corresponding to \( \alpha = 0.05 \) in two tails.

Table A-3 does not include 48 degrees of freedom, and the closest number of degrees of freedom is 50, so we can use \( t_{49} \approx 2.009 \). (If we use technology, we get the more accurate result of \( t_{49} \approx 2.011 \).)

Using \( t_{49} \approx 2.009 \), \( s = 21.0 \), and \( n = 49 \), we find the margin of error \( E \) as follows:

\[
E = t_{a/2} \cdot \frac{s}{\sqrt{n}} = 2.009 \cdot \frac{21.0}{\sqrt{49}} = 6.027
\]
With \( \bar{x} = 0.4 \) and \( E = 6.027 \), we construct the confidence interval as follows:

\[
\bar{x} - E < \mu < \bar{x} + E
\]

\[
0.4 - 6.027 < \mu < 0.4 + 6.027
\]

\[-5.6 < \mu < 6.4 \text{ (rounded to one decimal place, as in the given sample mean)}
\]

**INTERPRETATION**

This result could also be expressed in the format of \( 0.4 \pm 6.0 \) or \((-5.6, 6.4)\). On the basis of the given sample results, we are 95% confident that the limits of \(-5.6\) and \(6.4\) actually do contain the value of \( \mu \), the mean of the changes in LDL cholesterol for the population.

Because the confidence interval limits contain the value of 0, it is very possible that the mean of the changes in LDL cholesterol is equal to 0, suggesting that the garlic treatment did not affect the LDL cholesterol levels. It does not appear that the garlic treatment is effective in lowering LDL cholesterol.

We now list the important properties of the Student \( t \) distribution that has been introduced in this section.

**Important Properties of the Student \( t \) Distribution**

1. The Student \( t \) distribution is different for different sample sizes. (See Figure 7-5 for the cases \( n = 3 \) and \( n = 12 \).)

2. The Student \( t \) distribution has the same general symmetric bell shape as the standard normal distribution, but it reflects the greater variability (with wider distributions) that is expected with small samples.

3. The Student \( t \) distribution has a mean of \( t = 0 \) (just as the standard normal distribution has a mean of \( z = 0 \)).

---

**Figure 7-5**

**Student \( t \) Distributions for \( n = 3 \) and \( n = 12 \)**

The Student \( t \) distribution has the same general shape and symmetry as the standard normal distribution, but it reflects the greater variability that is expected with small samples.
4. The standard deviation of the Student $t$ distribution varies with the sample size, but it is greater than 1 (unlike the standard normal distribution, which has $\sigma = 1$).

5. As the sample size $n$ gets larger, the Student $t$ distribution gets closer to the standard normal distribution.

Choosing the Appropriate Distribution

It is sometimes difficult to decide whether to use the standard normal $z$ distribution or the Student $t$ distribution. The flowchart in Figure 7-6 and the accompanying Table 7-1 both summarize the key points to consider when constructing confidence intervals for estimating $\mu$, the population mean. In Figure 7-6 or Table 7-1, note that if we have a small sample ($n \leq 30$) drawn from a distribution that differs dramatically from a normal distribution, we can’t use the methods described in this chapter. One alternative is to use nonparametric methods (see Chapter 13), and another alternative is to use the computer bootstrap method. In both of those approaches, no assumptions are made about the original population. The bootstrap method is described in the Technology Project at the end of this chapter.

Important: Figure 7-6 and Table 7-1 assume that the sample is a simple random sample. If the sample data have been collected using some inappropriate method, such as a convenience sample or a voluntary response sample, it is very possible that no methods of statistics can be used to find a useful estimate of a population mean.
Notes: 1. **Criteria for deciding whether the population is normally distributed:** The population need not be exactly normal, but it should appear to be somewhat symmetric with one mode and no outliers.

2. **Sample size $n > 30$:** This is a common guideline, but sample sizes of 15 to 30 are adequate if the population appears to have a distribution that is not far from being normal and there are no outliers. For some population distributions that are extremely far from normal, the sample size might need to be much larger than 30.

The following example focuses on choosing the correct approach.

### Example 3
**Choosing Distributions** You plan to construct a confidence interval for the population mean $\mu$. Use the given data to determine whether the margin of error $E$ should be calculated using a critical value of $z_{a/2}$ (from the normal distribution), a critical value of $t_{a/2}$ (from a $t$ distribution), or neither (so that the methods of Section 7-3 and this section cannot be used).

- **a.** $n = 9$, $\bar{x} = 75$, $s = 15$, and the population has a normal distribution.
- **b.** $n = 5$, $\bar{x} = 20$, $s = 2$, and the population has a very skewed distribution.
- **c.** $n = 12$, $\bar{x} = 98.6$, $\sigma = 0.6$, and the population has a normal distribution.
  (In reality, $\sigma$ is rarely known.)
- **d.** $n = 75$, $\bar{x} = 98.6$, $\sigma = 0.6$, and the population has a skewed distribution.
  (In reality, $\sigma$ is rarely known.)
- **e.** $n = 75$, $\bar{x} = 98.6$, $s = 0.6$, and the population has a skewed distribution.

### Solution
Refer to Figure 7-6 or Table 7-1.

- **a.** Because the population standard deviation $\sigma$ is not known and the population is normally distributed, the margin of error is calculated using $t_{a/2}$.

- **b.** Because the sample is small ($n \leq 30$) and the population does not have a normal distribution, the margin of error $E$ should not be calculated using a critical value of $z_{a/2}$ or $t_{a/2}$. The methods of Section 7-3 and this section do not apply.

**Estimating Crowd Size**

There are sophisticated methods of analyzing the size of a crowd. Aerial photographs and measures of people density can be used with reasonably good accuracy. However, reported crowd size estimates are often simple guesses. After the Boston Red Sox won the World Series for the first time in 86 years, Boston city officials estimated that the celebration parade was attended by 3.2 million fans. Boston police provided an estimate of around 1 million, but it was admittedly based on guesses by police commanders. A photo analysis led to an estimate of around 150,000. Boston University Professor Farouk El-Baz used images from the U.S. Geological Survey to develop an estimate of at most 400,000. MIT physicist Bill Donnelly said that “it’s a serious thing if people are just putting out any number. It means other things aren’t being vetted that carefully.”
c. Because \( \sigma \) is known and the population has a normal distribution, the margin of error is calculated using \( z_{a/2} \).

d. Because the sample is large \((n > 30)\) and \( \sigma \) is known, the margin of error is calculated using \( z_{a/2} \).

e. Because the sample is large \((n > 30)\) and \( \sigma \) is not known, the margin of error is calculated using \( t_{a/2} \).

**Example 4**

**Confidence Interval for Alcohol in Video Games**

Twelve different video games showing substance use were observed. The duration times (in seconds) of alcohol use were recorded, with the times listed below (based on data from “Content and Ratings of Teen-Rated Video Games,” by Haninger and Thompson, *Journal of the American Medical Association*, Vol. 291, No. 7). The design of the study justifies the assumption that the sample can be treated as a simple random sample. Use the sample data to construct a 95% confidence interval estimate of the mean duration time that the video showed the use of alcohol.

**SOLUTION**

**Requirement Check**

We must first verify that the requirements are satisfied. (1) We can consider the sample to be a simple random sample. (2) When checking the requirement that “the population is normally distributed or \( n > 30 \),” we see that the sample size is \( n = 12 \), so we must determine whether the data appear to be from a population with a normal distribution. Shown below are a Minitab-generated histogram and a STATDISK-generated normal quantile plot. The histogram does not appear to be bell-shaped, and the points in the normal quantile plot are not reasonably close to a straight-line pattern, so it appears that the times are not from a population having a normal distribution. The requirements are not satisfied. If we were to proceed with the construction of the confidence interval, we would get \( 1.8 \text{ sec} < \mu < 210.7 \text{ sec} \), but this result is questionable because it assumes incorrectly that the requirements are satisfied.

**Interpretation**

Because the requirement that “the population is normally distributed or \( n > 30 \)” is not satisfied, we do not have 95% confidence that the limits of 1.8 sec and 210.7 sec actually do contain the value of the population mean. We should use some other approach for finding the confidence interval limits. For example, the author used bootstrap resampling as described in the Technology Project at the end of this section. The confidence interval of \( 35.3 \text{ sec} < \mu < 205.6 \text{ sec} \) was obtained.
Finding Point Estimate and $E$ from a Confidence Interval

Later in this section we will describe how computer software and calculators can be used to find a confidence interval. A typical use requires that you enter a confidence level and sample statistics, and the display shows the confidence interval limits. The sample mean $\bar{x}$ is the value midway between those limits, and the margin of error $E$ is one-half the difference between those limits (because the upper limit is $\bar{x} + E$ and the lower limit is $\bar{x} - E$, the distance separating them is $2E$).

\[
\text{Point estimate of } \mu: \quad \bar{x} = \frac{(\text{upper confidence limit}) + (\text{lower confidence limit})}{2}
\]

\[
\text{Margin of error: } \quad E = \frac{(\text{upper confidence limit}) - (\text{lower confidence limit})}{2}
\]

**Example 5** Weights of Garbage Data Set 22 in Appendix B lists the weights of discarded garbage from a sample of 62 households. The accompanying TI-83/84 Plus calculator screen displays results from using the 62 amounts of total weights (in pounds) to construct a 95% confidence interval estimate of the mean weight of garbage discarded by the population of all households. Use the displayed confidence interval to find the values of the best point estimate $\bar{x}$ and the margin of error $E$.

**Solution** In the following calculations, results are rounded to three decimal places, which is one additional decimal place beyond the two decimal places used for the original list of weights.

\[
\bar{x} = \frac{(\text{upper confidence limit}) + (\text{lower confidence limit})}{2} = \frac{30.607 + 24.28}{2} = 27.444 \text{ lb}
\]

\[
E = \frac{(\text{upper confidence limit}) - (\text{lower confidence limit})}{2} = \frac{30.607 - 24.28}{2} = 3.164 \text{ lb}
\]
Using Confidence Intervals to Describe, Explore, or Compare Data

In some cases, we might use a confidence interval to achieve an ultimate goal of estimating the value of a population parameter. In other cases, confidence intervals might be among the different tools used to describe, explore, or compare data sets. Figure 7-7 shows graphs of confidence intervals for the body mass indexes (BMI) of a sample of females and a separate sample of males. (Both samples are listed in Data Set 1 in Appendix B.) Because the confidence intervals in Figure 7-7 overlap, it is possible that females and males have the same mean BMI index, so there does not appear to be a significant difference between the mean BMI index of females and males.

![BMI Indexes of Females and Males](image)

**Figure 7-7 BMI Indexes of Females and Males**

**CAUTION**

As in Sections 7-2 and 7-3, confidence intervals can be used informally to compare different data sets, but the overlapping of confidence intervals should not be used for making formal and final conclusions about equality of means.

Determining Sample Size

Section 7-2 included a subsection describing methods for determining the size of a sample needed to estimate a population proportion, and Section 7-3 included a subsection with methods for determining the size of a sample needed to estimate a population mean. This section does not include a similar subsection. When determining the sample size needed to estimate a population mean, use the procedure described in Section 7-3, which requires an estimated or known value of the population standard deviation.

The following procedures apply to confidence intervals for estimating a mean \( \mu \), and they include the confidence intervals described in Section 7-3 as well as the confidence intervals presented in this section. Before using computer software or a calculator to generate a confidence interval, be sure to first check that the relevant requirements are satisfied. See the requirements listed near the beginning of this section and Section 7-3.

**STATDISK**

You must first find the sample size \( n \), the sample mean \( \bar{x} \), and the sample standard deviation \( s \). (See the STATDISK procedure described in Section 3-3.) Select Analysis from the main menu bar, select Confidence Intervals, then select Population Mean. Enter the items in the dialog box, then click the Evaluate button. The confidence interval will be displayed. STATDISK will automatically choose between the normal and \( t \) distributions, depending on whether a value for the population standard deviation is entered.

**MINITAB**

Minitab allows you to use either the summary statistics \( n, \bar{x}, \) and \( s \) or a list of the original sample values. Select Stat and Basic Statistics. If \( \sigma \) is not known, select 1-sample t and enter the summary statistics or enter C1 in the box located at the top right. (If \( \sigma \) is known, select 1-sample Z and enter the summary statistics or enter C1 in the box located at the top right. Also enter the value of \( \sigma \) in the “Standard Deviation” or “Sigma” box.) Use the Options button to enter the confidence level, such as 95.0.

**EXCEL**

If using Excel 2010 or Excel 2007, click on Add-Ins, then click on DDXL; if using Excel 2003, click on DDXL. Select Confidence Intervals. Under the Function Type options, select 1 Var t Interval if \( \sigma \) is not known. (If \( \sigma \) is known, select 1 Var Z Interval.) Click on the pencil icon and enter the range of data, such as A1:A12 if you have 12 values listed in column A. Click OK. In the dialog box, select the level of confidence. (If using 1 Var Z Interval, also enter the value of \( \sigma \).) Click on Compute Interval and the confidence interval will be displayed. (The use of Excel’s CONFIDENCE tool is not recommended, for a variety of reasons.)
The TI-83/84 Plus calculator can be used to generate confidence intervals for original sample values stored in a list, or you can use the summary statistics $n$, $\bar{x}$, and $s$. Either enter the data in list L1 or have the summary statistics available, then press the STAT key. Now select TESTS and choose TInterval if $\sigma$ is not known. (Choose ZInterval if $\sigma$ is known.) After making the required entries, the calculator display will include the confidence interval in the format of $(\bar{x} - E, \bar{x} + E)$. For example, see the TI-83/84 Plus display that accompanies Example 5 in this section.

### 7-4 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **What’s Wrong?** A “snapshot” in USA Today noted that “Consumers will spend an estimated average of $483 on merchandise” for back-to-school spending. It was reported that the value is based on a survey of 8453 consumers, and the margin of error is “±1 percentage point.” What’s wrong with this information?

2. **Robust** What does it mean when we say that the methods for constructing confidence intervals in this section are robust against departures from normality? Are the methods for constructing confidence intervals in this section robust against poor sampling methods?

3. **Sampling** A national polling organization has been hired to estimate the mean amount of cash carried by adults in the United States. The original sampling plan involved telephone calls placed to 2500 different telephone numbers throughout the United States, but a manager decides to save long-distance telephone expenses by using a simple random sample of 2500 telephone numbers that are all within the state of California. If this sample is used to construct a 95% confidence interval to estimate the population mean, will the estimate be good? Why or why not?

4. **Degrees of Freedom** A simple random sample of size $n = 5$ is obtained from the population of drivers living in New York City, and the braking reaction time of each driver is measured. The results are to be used for constructing a 95% confidence interval. What is the number of degrees of freedom that should be used for finding the critical value $t_{a/2}$? Give a brief explanation of the number of degrees of freedom.

**Using Correct Distribution.** In Exercises 5–12, assume that we want to construct a confidence interval using the given confidence level. Do one of the following, as appropriate: (a) Find the critical value $z_{a/2}$, (b) find the critical value $t_{a/2}$, (c) state that neither the normal nor the $t$ distribution applies.

5. 95%; $n = 23; \sigma$ is unknown; population appears to be normally distributed.
6. 99%; $n = 25; \sigma$ is known; population appears to be normally distributed.
7. 99%; $n = 6; \sigma$ is unknown; population appears to be very skewed.
8. 95%; $n = 40; \sigma$ is unknown; population appears to be skewed.
9. 90%; $n = 200; \sigma = 15.0$; population appears to be skewed.
10. 95%; $n = 9; \sigma$ is unknown; population appears to be very skewed.
11. 99%; $n = 12; \sigma$ is unknown; population appears to be normally distributed.
12. 95%; $n = 38; \sigma$ is unknown; population appears to be skewed.
Finding Confidence Intervals. In Exercises 13 and 14, use the given confidence level and sample data to find (a) the margin of error and (b) the confidence interval for the population mean \( \mu \). Assume that the sample is a simple random sample and the population has a normal distribution.

13. **Hospital Costs** 95% confidence; \( n = 20, \bar{x} = 9004, s = 569 \) (based on data from hospital costs for car crash victims who wore seat belts, from the U.S. Department of Transportation)

14. **Car Pollution** 99% confidence; \( n = 7, \bar{x} = 0.12, s = 0.04 \) (original values are nitrogen-oxide emissions in grams/mile, from the Environmental Protection Agency)

Interpreting Display. In Exercises 15 and 16, use the given data and the corresponding display to express the confidence interval in the format of \( \bar{x} - E < \mu < \bar{x} + E \). Also write a statement that interprets the confidence interval.

15. **Weights of Dollar Coins** 95% confidence; \( n = 20, \bar{x} = 8.0710 \text{ g}, s = 0.0411 \text{ g} \) (based on measurements made by the author). See the following SPSS display.

<table>
<thead>
<tr>
<th>Coins</th>
<th>Mean</th>
<th>95% Confidence Interval for Mean</th>
<th>Statistic</th>
<th>Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower Bound</td>
<td>8.0710</td>
<td>.00919</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Upper Bound</td>
<td>8.0519</td>
<td>.03963</td>
</tr>
</tbody>
</table>

16. **Weights of Plastic Discarded by Households** 99% confidence; \( n = 62, \bar{x} = 1.911 \text{ lb}, s = 1.065 \text{ lb} \) (based on data from the Garbage Project, University of Arizona). See the TI-83/84 Plus calculator display in the margin.

Constructing Confidence Intervals. In Exercises 17–30, construct the confidence interval.

17. **Garlic for Reducing Cholesterol** In a test of the effectiveness of garlic for lowering cholesterol, 47 subjects were treated with Garlicin, which is garlic in a processed tablet form. Cholesterol levels were measured before and after the treatment. The changes in their levels of LDL cholesterol (in mg/dL) have a mean of 3.2 and a standard deviation of 18.6 (based on data from “Effect of Raw Garlic vs Commercial Garlic Supplements on Plasma Lipid Concentrations in Adults With Moderate Hypercholesterolemia,” by Gardner et al., *Archives of Internal Medicine*, Vol. 167).

   a. What is the best point estimate of the population mean net change in LDL cholesterol after the Garlicin treatment?

   b. Construct a 95% confidence interval estimate of the mean net change in LDL cholesterol after the Garlicin treatment. What does the confidence interval suggest about the effectiveness of Garlicin in reducing LDL cholesterol?

18. **Birth Weights** A random sample of the birth weights of 186 babies has a mean of 3103 g and a standard deviation of 696 g (based on data from “Cognitive Outcomes of Preschool Children with Prenatal Cocaine Exposure,” by Singer et al., *Journal of the American Medical Association*, Vol. 291, No. 20). These babies were born to mothers who did not use cocaine during their pregnancies.

   a. What is the best point estimate of the mean weight of babies born to mothers who did not use cocaine during their pregnancies?

   b. Construct a 95% confidence interval estimate of the mean birth weight for all such babies.

   c. Compare the confidence interval from part (b) to this confidence interval obtained from birth weights of babies born to mothers who used cocaine during pregnancy: \( 2608 \text{ g} < \mu < 2792 \text{ g} \). Does cocaine use appear to affect the birth weight of a baby?
19. Mean Body Temperature Data Set 2 in Appendix B includes 106 body temperatures for which $\bar{x} = 98.20°F$ and $s = 0.62°F$.

a. What is the best point estimate of the mean body temperature of all healthy humans?

b. Using the sample statistics, construct a 99% confidence interval estimate of the mean body temperature of all healthy humans. Do the confidence interval limits contain 98.6°F? What does the sample suggest about the use of 98.6°F as the mean body temperature?

20. Atkins Weight Loss Program In a test of the Atkins weight loss program, 40 individuals participated in a randomized trial with overweight adults. After 12 months, the mean weight loss was found to be 2.1 lb, with a standard deviation of 4.8 lb.

a. What is the best point estimate of the mean weight loss of all overweight adults who follow the Atkins program?

b. Construct a 99% confidence interval estimate of the mean weight loss for all such subjects.

c. Does the Atkins program appear to be effective? Is it practical?

21. Echinacea Treatment In a study designed to test the effectiveness of echinacea for treating upper respiratory tract infections in children, 337 children were treated with echinacea and 370 other children were given a placebo. The numbers of days of peak severity of symptoms for the echinacea treatment group had a mean of 6.0 days and a standard deviation of 2.3 days. The numbers of days of peak severity of symptoms for the placebo group had a mean of 6.1 days and a standard deviation of 2.4 days (based on data from “Efficacy and Safety of Echinacea in Treating Upper Respiratory Tract Infections in Children,” by Taylor et al., Journal of the American Medical Association, Vol. 290, No. 21).

a. Construct the 95% confidence interval for the mean number of days of peak severity of symptoms for those who receive echinacea treatment.

b. Construct the 95% confidence interval for the mean number of days of peak severity of symptoms for those who are given a placebo.

c. Compare the two confidence intervals. What do the results suggest about the effectiveness of echinacea?

22. Acupuncture for Migraines In a study designed to test the effectiveness of acupuncture for treating migraine, 142 subjects were treated with acupuncture and 80 subjects were given a sham treatment. The numbers of migraine attacks for the acupuncture treatment group had a mean of 1.8 and a standard deviation of 1.4. The numbers of migraine attacks for the sham treatment group had a mean of 1.6 and a standard deviation of 1.2.

a. Construct the 95% confidence interval estimate of the mean number of migraine attacks for those treated with acupuncture.

b. Construct the 95% confidence interval estimate of the mean number of migraine attacks for those given a sham treatment.

c. Compare the two confidence intervals. What do the results suggest about the effectiveness of acupuncture?

23. Magnets for Treating Back Pain In a study designed to test the effectiveness of magnets for treating back pain, 20 patients were given a treatment with magnets and also a sham treatment without magnets. Pain was measured using a standard Visual Analog Scale (VAS). After given the magnet treatments, the 20 patients had VAS scores with a mean of 5.0 and a standard deviation of 2.4. After being given the sham treatments, the 20 patients had VAS scores with a mean of 4.7 and a standard deviation of 2.9.

a. Construct the 95% confidence interval estimate of the mean VAS score for patients given the magnet treatment.

b. Construct the 95% confidence interval estimate of the mean VAS score for patients given a sham treatment.

c. Compare the results. Does the treatment with magnets appear to be effective?
24. Ages of Oscar Winning Actresses and Actors The ages of the 79 actresses at the time that they won Oscars for the Best Actress category have a mean of 35.8 years and a standard deviation of 11.3 years. The ages of the 79 actors at the time that they won Oscars for the category of Best Actor have a mean of 43.8 years and a standard deviation of 8.9 years. Assume that the samples are simple random samples.

a. Construct the 99% confidence interval estimate of the mean age of actresses at the time that they win Oscars for the Best Actress category.

b. Construct the 99% confidence interval estimate of the mean age of actors at the time that they win Oscars for the Best Actor category.

c. Compare the results.

25. Monitoring Lead in Air Listed below are measured amounts of lead (in micrograms per cubic meter, or \( \mu g/m^3 \)) in the air. The Environmental Protection Agency (EPA) has established an air quality standard for lead of 1.5 \( \mu g/m^3 \). The measurements shown below were recorded at Building 5 of the World Trade Center site on different days immediately following the destruction caused by the terrorist attacks of September 11, 2001. After the collapse of the two World Trade Center buildings, there was considerable concern about the quality of the air. Use the given values to construct a 95% confidence interval estimate of the mean amount of lead in the air. Is there anything about this data set suggesting that the confidence interval might not be very good? Explain.

\[
5.40, 1.10, 0.42, 0.73, 0.48, 1.10
\]

26. Estimating Car Pollution In a sample of seven cars, each car was tested for nitrogen-oxide emissions (in grams per mile) and the following results were obtained: 0.06, 0.11, 0.16, 0.15, 0.14, 0.08, 0.15 (based on data from the EPA). Assuming that this sample is representative of the cars in use, construct a 98% confidence interval estimate of the mean amount of nitrogen-oxide emissions for all cars. If the EPA requires that nitrogen-oxide emissions be less than 0.165 g/mi, can we safely conclude that this requirement is being met?

27. TV Salaries Listed below are the top 10 salaries (in millions of dollars) of television personalities in a recent year (listed in order for Letterman, Cowell, Sheindlin, Leno, Couric, Lauer, Sawyer, Viera, Sutherland, and Sheen, based on data from OK! magazine).

a. Use the sample data to construct the 95% confidence interval for the population mean.

b. Do the sample data represent a simple random sample of TV salaries?

c. What is the assumed population? Is the sample representative of the population?

d. Does the confidence interval make sense?

\[
38, 36, 35, 27, 15, 13, 12, 10, 9.6, 8.4
\]

28. Movie Lengths Listed below are 12 lengths (in minutes) of randomly selected movies from Data Set 9 in Appendix B.

a. Construct a 99% confidence interval estimate of the mean length of all movies.

b. Assuming that it takes 30 min to empty a theater after a movie, clean it, allow time for the next audience to enter, and show previews, what is the minimum time that a theater manager should plan between start times of movies, assuming that this time will be sufficient for typical movies?

\[
110, 96, 125, 94, 132, 120, 136, 154, 149, 94, 119, 132
\]

29. Video Games Twelve different video games showing substance use were observed and the duration times of game play (in seconds) are listed below (based on data from “Content and Ratings of Teen-Rated Video Games,” by Haninger and Thompson, Journal of the American Medical Association, Vol. 291, No. 7). The design of the study justifies the assumption that the sample can be treated as a simple random sample. Use the sample data to construct a 95% confidence interval estimate of \( \mu \), the mean duration of game play.

\[
4049, 3884, 3859, 4027, 4318, 4813, 4657, 4033, 5004, 4823, 4334, 4317
\]
30. Ages of Presidents Listed below are the ages of the Presidents of the United States at the times of their inaugurations. Construct a 99% confidence interval estimate of the mean age of presidents at the times of their inaugurations. What is the population? Does the confidence interval provide a good estimate of the population mean? Why or why not?

42 43 46 47 48 49 50 51 51 51 52 54 54 54 54 54 55 55 55 56 56 57 57 57 58 60 61 61 62 64 64 65 68 69

Appendix B Data Sets. In Exercises 31 and 32, use the data sets from Appendix B.

31. Nicotine in Cigarettes Refer to Data Set 4 in Appendix B and assume that the samples are simple random samples obtained from normally distributed populations.

a. Construct a 95% confidence interval estimate of the mean amount of nicotine in cigarettes that are king size, nonfiltered, nonmenthol, and non-light.

b. Construct a 95% confidence interval estimate of the mean amount of nicotine in cigarettes that are 100 mm, filtered, nonmenthol, and non-light.

c. Compare the results. Do filters on cigarettes appear to be effective?

32. Pulse Rates A physician wants to develop criteria for determining whether a patient’s pulse rate is atypical, and she wants to determine whether there are significant differences between males and females. Use the sample pulse rates in Data Set 1 from Appendix B.

a. Construct a 95% confidence interval estimate of the mean pulse rate for males.

b. Construct a 95% confidence interval estimate of the mean pulse rate for females.

c. Compare the preceding results. Can we conclude that the population means for males and females are different? Why or why not?

Beyond the Basics

33. Effect of an Outlier Use the sample data from Exercise 30 to find a 99% confidence interval estimate of the population mean, after changing the first age from 42 years to 422 years. This value is not realistic, but such an error can easily occur during a data entry process. Does the confidence interval change much when 42 years is changed to 422 years? Are confidence interval limits sensitive to outliers? How should you handle outliers when they are found in sample data sets that will be used for the construction of confidence intervals?

34. Alternative Method Figure 7-6 and Table 7-1 summarize the decisions made when choosing between the normal and t distributions. An alternative method included in some textbooks (but almost never used by professional statisticians and almost never included in professional journals) is based on this criterion: Substitute the sample standard deviation \(s\) for \(\sigma\) whenever \(n > 30\), then proceed as if \(\sigma\) is known. Using this alternative method, repeat Exercise 30. Compare the results to those found in Exercise 30, and comment on the implications of the change in the width of the confidence interval.

35. Finite Population Correction Factor If a simple random sample of size \(n\) is selected without replacement from a finite population of size \(N\), and the sample size is more than 5% of the population size \((n > 0.05N)\), better results can be obtained by using the finite population correction factor, which involves multiplying the margin of error \(E\) by \(\sqrt{(N - n)/N}\). For the sample of 100 weights of M&M candies in Data Set 18 from Appendix B, we get \(\bar{x} = 0.8565\) g and \(s = 0.0518\) g. First construct a 95% confidence interval estimate of \(\mu\) assuming that the population is large, then construct a 95% confidence interval estimate of the mean weight of M&Ms in the full bag from which the sample was taken. The full bag has 465 M&Ms. Compare the results.
36. Confidence Interval for Sample of Size \( n = 1 \) When a manned NASA spacecraft lands on Mars, the astronauts encounter a single adult Martian, who is found to be 12.0 ft tall. It is reasonable to assume that the heights of all Martians are normally distributed.

a. The methods of this chapter require information about the variation of a variable. If only one sample value is available, can it give us any information about the variation of the variable?

b. Based on the article “An Effective Confidence Interval for the Mean with Samples of Size One and Two,” by Wall, Boen, and Tweedie (American Statistician, Vol. 55, No. 2), a 95% confidence interval for \( \mu \) can be found (using methods not discussed in this book) for a sample of size \( n = 1 \) randomly selected from a normally distributed population, and it can be expressed as \( x \pm 9.68|x| \). Use this result to construct a 95% confidence interval using the single sample value of 12.0 ft, and express it in the format of \( \bar{x} - E < \mu < \bar{x} + E \). Based on the result, is it likely that some other randomly selected Martian might be 50 ft tall?

7-5 Estimating a Population Variance

Key Concept In this section we introduce the chi-square probability distribution so that we can construct confidence interval estimates of a population standard deviation or variance. We also present a method for determining the sample size required to estimate a population standard deviation or variance.

When we considered estimates of proportions and means, we used the normal and Student \( t \) distributions. When developing estimates of variances or standard deviations, we use another distribution, referred to as the chi-square distribution. We will examine important features of that distribution before proceeding with the development of confidence intervals.

Chi-Square Distribution

In a normally distributed population with variance \( \sigma^2 \), assume that we randomly select independent samples of size \( n \) and, for each sample, compute the sample variance \( s^2 \) (which is the square of the sample standard deviation \( s \)). The sample statistic \( \chi^2 = (n - 1)s^2/\sigma^2 \) has a sampling distribution called the chi-square distribution.

### Chi-Square Distribution

<table>
<thead>
<tr>
<th>Formula 7-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi^2 = (n - 1)s^2/\sigma^2 )</td>
</tr>
</tbody>
</table>

Where
- \( n \) = number of sample values
- \( s^2 \) = sample variance
- \( \sigma^2 \) = population variance

We denote chi-square by \( \chi^2 \), pronounced “kigh square.” To find critical values of the chi-square distribution, refer to Table A-4. The chi-square distribution is determined by the number of degrees of freedom, and in this chapter we use \( n - 1 \) degrees of freedom.

degrees of freedom = \( n - 1 \)
In later chapters we will encounter situations in which the degrees of freedom are not $n - 1$, so we should not make the incorrect generalization that the number of degrees of freedom is always $n - 1$.

**Properties of the Chi-Square Distribution**

1. The chi-square distribution is not symmetric, unlike the normal and Student $t$ distributions (see Figure 7-8). (As the number of degrees of freedom increases, the distribution becomes more symmetric, as Figure 7-9 illustrates.)

![Chi-Square Distribution](image)

**Figure 7-8** Chi-Square Distribution

2. The values of chi-square can be zero or positive, but they cannot be negative (see Figure 7-8).

3. The chi-square distribution is different for each number of degrees of freedom (see Figure 7-9), and the number of degrees of freedom is given by $df = n - 1$. As the number of degrees of freedom increases, the chi-square distribution approaches a normal distribution.

![Chi-Square Distribution for $df = 10$ and $df = 20$](image)

**Figure 7-9** Chi-Square Distribution for $df = 10$ and $df = 20

Because the chi-square distribution is not symmetric, the confidence interval for $\sigma^2$ does not fit a format of $s^2 \pm E$, and we must do separate calculations for the upper and lower confidence interval limits. If using Table A-4 for finding critical values, note the following design feature of that table:

In Table A-4, each critical value of $\chi^2$ corresponds to an area given in the top row of the table, and that area represents the cumulative area located to the right of the critical value.

**Push Polling**

“Push polling” is the practice of political campaigning under the guise of a poll. Its name is derived from its objective of pushing voters away from opposition candidates by asking loaded questions designed to discredit them. Here’s an example of one such question that was used: “Please tell me if you would be more likely or less likely to vote for Roy Romer if you knew that Gov. Romer appoints a parole board which has granted early release to an average of four convicted felons per day every day since Romer took office.” The National Council on Public Polls characterizes push polls as unethical, but some professional pollsters do not condemn the practice as long as the questions do not include outright lies.
Table A-2 for the standard normal distribution provides cumulative areas from the left, but Table A-4 for the chi-square distribution provides cumulative areas from the right.

**Example 1** Finding Critical Values of $\chi^2$ A simple random sample of ten voltage levels is obtained. Construction of a confidence interval for the population standard deviation $\sigma$ requires the left and right critical values of $\chi^2$ corresponding to a confidence level of 95% and a sample size of $n = 10$. Find the critical value of $\chi^2$ separating an area of 0.025 in the left tail, and find the critical value of $\chi^2$ separating an area of 0.025 in the right tail.

**Solution** With a sample size of $n = 10$, the number of degrees of freedom is $df = n - 1 = 9$. See Figure 7-10.

If using Table A-4, the critical value to the right ($\chi^2_R = 19.023$) is obtained in a straightforward manner by locating 9 in the degrees-of-freedom column at the left and 0.025 across the top row. The critical value of $\chi^2_L = 2.700$ to the left once again corresponds to 9 in the degrees-of-freedom column, but we must locate 0.975 (found by subtracting 0.025 from 1) across the top row because the values in the top row are always areas to the right of the critical value. Refer to Figure 7-10 and see that the total area to the right of $\chi^2_L = 2.700$ is 0.975. Figure 7-10 shows that, for a sample of 10 values taken from a normally distributed population, the chi-square statistic $(n - 1)s^2/\sigma^2$ has a 0.95 probability of falling between the chi-square critical values of 2.700 and 19.023.

Instead of using Table A-4, technology (such as STATDISK, Excel, and Minitab) can be used to find critical values of $\chi^2$. A major advantage of technology is that it can be used for any number of degrees of freedom and any confidence level, not just the limited choices included in Table A-4.
When obtaining critical values of $\chi^2$ from Table A-4, note that the numbers of degrees of freedom are consecutive integers from 1 to 30, followed by 40, 50, 60, 70, 80, 90, and 100. When a number of degrees of freedom (such as 52) is not found in the table, you can usually use the closest critical value. For example, if the number of degrees of freedom is 52, refer to Table A-4 and use 50 degrees of freedom. (If the number of degrees of freedom is exactly midway between table values, such as 55, simply find the mean of the two $\chi^2$ values.) For numbers of degrees of freedom greater than 100, use the equation given in Exercise 27, or a more extensive table, or use technology.

**Estimators of $\sigma^2$**

In Section 6-4 we showed that sample variances $s^2$ tend to target (or center on) the value of the population variance $\sigma^2$, so we say that $s^2$ is an *unbiased estimator* of $\sigma^2$. That is, sample variances $s^2$ do not systematically tend to overestimate the value of $\sigma^2$, nor do they systematically tend to underestimate $\sigma^2$. Instead, they tend to target the value of $\sigma^2$ itself. Also, the values of $s^2$ tend to produce smaller errors by being closer to $\sigma^2$ than do other unbiased measures of variation. For these reasons, $s^2$ is generally used to estimate $\sigma^2$. (However, there are other estimators of $\sigma^2$ that could be considered better than $s^2$. For example, even though $(n - 1)s^2/(n + 1)$ is a biased estimator of $\sigma^2$, it has the desirable property of minimizing the mean of the squares of the errors and therefore has a better chance of being closer to $\sigma^2$. See Exercise 28.)

**The sample variance $s^2$ is the best point estimate of the population variance $\sigma^2$.**

Because $s^2$ is an unbiased estimator of $\sigma^2$, we might expect that $s$ would be an unbiased estimator of $\sigma$, but this is not the case. (See Section 6-4.) If the sample size is large, however, the bias is small, so that we can use $s$ as a reasonably good estimate of $\sigma$. Even though it is a biased estimate, $s$ is often used as a point estimate of $\sigma$.

**The sample standard deviation $s$ is commonly used as a point estimate of $\sigma$ (even though it is a biased estimate).**

Although $s^2$ is the best point estimate of $\sigma^2$, there is no indication of how good it actually is. To compensate for that deficiency, we develop an interval estimate (or confidence interval) that gives us a range of values associated with a confidence level.

---

**Confidence Interval for Estimating a Population Standard Deviation or Variance**

**Objective**

Construct a confidence interval used to estimate a population standard deviation or variance.

**Notation**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>population standard deviation</td>
</tr>
<tr>
<td>$s$</td>
<td>sample standard deviation</td>
</tr>
<tr>
<td>$n$</td>
<td>number of sample values</td>
</tr>
<tr>
<td>$\chi^2_L$</td>
<td>left-tailed critical value of $\chi^2$</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>population variance</td>
</tr>
<tr>
<td>$s^2$</td>
<td>sample variance</td>
</tr>
<tr>
<td>$E$</td>
<td>margin of error</td>
</tr>
<tr>
<td>$\chi^2_R$</td>
<td>right-tailed critical value of $\chi^2$</td>
</tr>
</tbody>
</table>

*continued*
Chapter 7
Estimates and Sample Sizes

Requirements
1. The sample is a simple random sample. 2. The population must have normally distributed values (even if the sample is large).

Confidence Interval for the Population Variance \( \sigma^2 \)

\[
\frac{(n-1)s^2}{\chi^2_R} < \sigma^2 < \frac{(n-1)s^2}{\chi^2_L}
\]

Confidence Interval for the Population Standard Deviation \( \sigma \)

\[
\sqrt{\frac{(n-1)s^2}{\chi^2_R}} < \sigma < \sqrt{\frac{(n-1)s^2}{\chi^2_L}}
\]

Requirements For the methods of this section, departures from normal distributions can lead to gross errors. Consequently, the requirement of a normal distribution is much stricter here than in earlier sections, and we should check the distribution of data by constructing histograms and normal quantile plots, as described in Section 6-7.

Procedure for Constructing a Confidence Interval for \( \sigma \) or \( \sigma^2 \)

1. Verify that the requirements are satisfied.
2. Using \( n - 1 \) degrees of freedom, refer to Table A-4 or use technology to find the critical values \( \chi^2_R \) and \( \chi^2_L \) that correspond to the desired confidence level.
3. Evaluate the upper and lower confidence interval limits using this format of the confidence interval:

\[
\frac{(n-1)s^2}{\chi^2_R} < \sigma^2 < \frac{(n-1)s^2}{\chi^2_L}
\]

4. If a confidence interval estimate of \( \sigma \) is desired, take the square root of the upper and lower confidence interval limits and change \( \sigma^2 \) to \( \sigma \).
5. Round the resulting confidence interval limits. If using the original set of data, round to one more decimal place than is used for the original set of data. If using the sample standard deviation or variance, round the confidence interval limits to the same number of decimal places.

CAUTION
Confidence intervals can be used informally to compare the variation in different data sets, but the overlapping of confidence intervals should not be used for making formal and final conclusions about equality of variances or standard deviations.

**Example 2**

Confidence Interval for Home Voltage The proper operation of typical home appliances requires voltage levels that do not vary much. Listed below are ten voltage levels (in volts) recorded in the author’s home on ten different days. (The voltages are from Data Set 13 in Appendix B.) These ten values have a standard deviation of \( s = 0.15 \) volt. Use the sample data to construct a 95% confidence interval estimate of the standard deviation of all voltage levels.

123.3 123.5 123.7 123.4 123.6 123.5 123.5 123.4 123.6 123.8
**SOLUTION**

**REQUIREMENT CHECK** We first verify that the requirements are satisfied. (1) The sample can be treated as a simple random sample. (2) The following display shows a Minitab-generated histogram, and the shape of the histogram is very close to the bell shape of a normal distribution, so the requirement of normality is satisfied. (This check of requirements is Step 1 in the process of finding a confidence interval of \( \sigma \), so we proceed next with Step 2.)

![Histogram](image)

**Step 2:** The sample size is \( n = 10 \), so the number of degrees of freedom is given by \( df = 10 - 1 = 9 \). If we use Table A-4, we refer to the row corresponding to 9 degrees of freedom, and we refer to the columns with areas of 0.975 and 0.025. (For a 95% confidence level, we divide \( \alpha = 0.05 \) equally between the two tails of the chi-square distribution, and we refer to the values of 0.975 and 0.025 across the top row of Table A-4.) The critical values are \( \chi^2_L = 2.700 \) and \( \chi^2_R = 19.023 \). (See Example 1.)

**Step 3:** Using the critical values of 2.700 and 19.023, the sample standard deviation of \( s = 0.15 \), and the sample size of \( n = 10 \), we construct the 95% confidence interval by evaluating the following:

\[
\frac{(n - 1)s^2}{\chi^2_R} < \sigma^2 < \frac{(n - 1)s^2}{\chi^2_L} \]

\[
\frac{(10 - 1)(0.15)^2}{19.023} < \sigma^2 < \frac{(10 - 1)(0.15)^2}{2.700}
\]

**Step 4:** Evaluating the above expression results in \( 0.010645 < \sigma^2 < 0.075000 \). Finding the square root of each part (before rounding), then rounding to two decimal places, yields this 95% confidence interval estimate of the population standard deviation: \( 0.10 \text{ volt} < \sigma < 0.27 \text{ volt} \).

**INTERPRETATION** Based on this result, we have 95% confidence that the limits of 0.10 volt and 0.27 volt contain the true value of \( \sigma \). The confidence interval can also be expressed as (0.10, 0.27), but the format of \( s \pm E \) cannot be used because the confidence interval does not have \( s \) at its center.

**Rationale for the Confidence Interval** We now explain why the confidence intervals for \( \sigma \) and \( \sigma^2 \) have the forms just given. If we obtain simple random samples
of size \( n \) from a population with variance \( \sigma^2 \), there is a probability of \( 1 - \alpha \) that the statistic \( \frac{(n - 1)s^2}{\sigma^2} \) will fall between the critical values of \( \chi^2_R \) and \( \chi^2_L \). In other words (and symbols), there is a \( 1 - \alpha \) probability that both of the following are true:

\[
\frac{(n - 1)s^2}{\sigma^2} < \chi^2_R \quad \text{and} \quad \frac{(n - 1)s^2}{\sigma^2} > \chi^2_L
\]

If we multiply both of the preceding inequalities by \( \sigma^2 \) and divide each inequality by the appropriate critical value of \( \chi^2 \), we see that the two inequalities can be expressed in the equivalent forms:

\[
\frac{(n - 1)s^2}{\chi^2_R} < \sigma^2 \quad \text{and} \quad \frac{(n - 1)s^2}{\chi^2_L} > \sigma^2
\]

These last two inequalities can be combined into one inequality:

\[
\frac{(n - 1)s^2}{\chi^2_R} < \sigma^2 < \frac{(n - 1)s^2}{\chi^2_L}
\]

**Determining Sample Size**  The procedures for finding the sample size necessary to estimate \( \sigma^2 \) are much more complex than the procedures given earlier for means and proportions. Instead of using very complicated procedures, we will use Table 7-2. STATDISK and Minitab 16 also provide sample sizes. With STATDISK, select **Analysis, Sample Size Determination**, and then **Estimate St Dev.** With Minitab 16, click on **Stat**, select **Power and Sample Size**, select **Sample Size for Estimation**, and select **Standard Deviation (normal)** or **Variance (normal)**; Minitab 16 also requires an estimated standard deviation (or variance) and the desired margin of error. Excel and the TI-83/84 Plus calculator do not provide such sample sizes.

**Table 7-2**

<table>
<thead>
<tr>
<th>To be 95% confident that ( s^2 ) is within</th>
<th>( \frac{\text{of the value of } \sigma^2, \text{ the sample size } n \text{ should be at least}}{\chi^2_R} )</th>
<th>Sample Size for ( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>To be 95% confident that ( s ) is within</td>
</tr>
<tr>
<td>1%</td>
<td>77,208</td>
<td>1%</td>
</tr>
<tr>
<td>5%</td>
<td>3,149</td>
<td>5%</td>
</tr>
<tr>
<td>10%</td>
<td>806</td>
<td>10%</td>
</tr>
<tr>
<td>20%</td>
<td>211</td>
<td>20%</td>
</tr>
<tr>
<td>30%</td>
<td>98</td>
<td>30%</td>
</tr>
<tr>
<td>40%</td>
<td>57</td>
<td>40%</td>
</tr>
<tr>
<td>50%</td>
<td>38</td>
<td>50%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>To be 99% confident that ( s^2 ) is within</th>
<th>( \frac{\text{of the value of } \sigma^2, \text{ the sample size } n \text{ should be at least}}{\chi^2_R} )</th>
<th>Sample Size for ( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>To be 99% confident that ( s ) is within</td>
</tr>
<tr>
<td>1%</td>
<td>133,449</td>
<td>1%</td>
</tr>
<tr>
<td>5%</td>
<td>5,458</td>
<td>5%</td>
</tr>
<tr>
<td>10%</td>
<td>1,402</td>
<td>10%</td>
</tr>
<tr>
<td>20%</td>
<td>369</td>
<td>20%</td>
</tr>
<tr>
<td>30%</td>
<td>172</td>
<td>30%</td>
</tr>
<tr>
<td>40%</td>
<td>101</td>
<td>40%</td>
</tr>
<tr>
<td>50%</td>
<td>68</td>
<td>50%</td>
</tr>
</tbody>
</table>
Finding Sample Size for Estimating $\sigma$

We want to estimate the standard deviation $\sigma$ of all voltage levels in a home. We want to be 95% confident that our estimate is within 20% of the true value of $\sigma$. How large should the sample be? Assume that the population is normally distributed.

Solution

From Table 7-2, we can see that 95% confidence and an error of 20% for $\sigma$ correspond to a sample of size 48. We should obtain a simple random sample of 48 voltage levels from the population of voltage levels.

For Confidence Intervals

STATDISK

First obtain the descriptive statistics and verify that the distribution is normal by using a histogram or normal quantile plot. Next, select Analysis from the main menu, then select Confidence Intervals, and Population StDev. Enter the required data.

MINITAB

Click on Stat, click on Basic Statistics, and select 1 Variance. Enter the column containing the list of sample data or enter the indicated summary statistics. Click on Options button and enter the confidence level, such as 95.0. Click OK twice. The results will include a standard confidence interval for the standard deviation and variance.

EXCEL

Use DDXL. Select Confidence Intervals, then select the function type of Chi-square Confidence Ints for SD. Click on the pencil icon, and enter the range of cells with the sample data, such as A1:A10. Select a confidence level, then click OK.

TI-83/84 PLUS

The TI-83/84 Plus calculator does not provide confidence intervals for $\sigma$ or $\sigma^2$ directly, but the program S2INT can be used. That program was written by Michael Lloyd of Henderson State University, and it can be downloaded from www.aw.com/triola. The program S2INT uses the program ZZINEWT, so that program must also be installed. After storing the programs on the calculator, press the PRGM key, select S2INT, and enter the sample variance $s^2$, the sample size $n$, and the confidence level (such as 0.95). Press the ENTER key, and wait a while for the display of the confidence interval limits for $\sigma^2$. Find the square root of the confidence interval limits if an estimate of $\sigma$ is desired.

7-5 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Interpreting a Confidence Interval

Using the weights of the M&M candies listed in Data Set 18 from Appendix B, we use the standard deviation of the sample ($s = 0.05179$ g) to obtain the following 95% confidence interval estimate of the standard deviation of the weights of all M&Ms: $0.0455$ g < $\sigma$ < $0.0602$ g. Write a statement that correctly interprets that confidence interval.

2. Expressing Confidence Intervals

Is the confidence interval given in Exercise 1 equivalent to the expression $(0.0455$ g, $0.0602$ g)? Is the confidence interval given in Exercise 1 equivalent to the expression $0.05285$ g ± $0.00735$ g? Why or why not?

3. Valid Confidence Interval?

A pollster for the Gallup Organization randomly generates the last two digits of telephone numbers to be called, so the numbers from 00 to 99 are all equally likely. Can the methods of this section be used to construct a confidence interval estimate of the standard deviation of the population of all outcomes? Why or why not?
4. Unbiased Estimators What is an unbiased estimator? Is the sample variance an unbiased estimator of the population variance? Is the sample standard deviation an unbiased estimator of the population standard deviation?

Finding Critical Values. In Exercises 5–8, find the critical values \( \chi^2_L \) and \( \chi^2_R \) that correspond to the given confidence level and sample size.

5. 95%; \( n = 9 \)  
6. 95%; \( n = 20 \)  
7. 99%; \( n = 81 \)  
8. 90%; \( n = 51 \)

Finding Confidence Intervals. In Exercises 9–12, use the given confidence level and sample data to find a confidence interval for the population standard deviation \( \sigma \). In each case, assume that a simple random sample has been selected from a population that has a normal distribution.

9. SAT Scores of College Students 95% confidence; \( n = 30, \bar{x} = 1533, s = 333 \)

10. Speeds of Drivers Ticketed in a 65 mi/h Zone on the Massachusetts Turnpike 95% confidence; \( n = 25, \bar{x} = 81.0 \) mi/h, \( s = 2.3 \) mi/h.

11. White Blood Cell Count (in Cells per Microliter) 99% confidence; \( n = 7, \bar{x} = 7.106, s = 2.019 \)

12. Reaction Times of NASCAR Drivers 99% confidence; \( n = 8, \bar{x} = 1.24 \) sec, \( s = 0.12 \) sec

Determining Sample Size. In Exercises 13–16, assume that each sample is a simple random sample obtained from a normally distributed population. Use Table 7-2 on page 376 to find the indicated sample size.

13. Find the minimum sample size needed to be 95% confident that the sample standard deviation \( s \) is within 1% of \( \sigma \). Is this sample size practical in most applications?

14. Find the minimum sample size needed to be 95% confident that the sample standard deviation \( s \) is within 30% of \( \sigma \). Is this sample size practical in most applications?

15. Find the minimum sample size needed to be 99% confident that the sample variance is within 40% of the population variance. Is such a sample size practical in most cases?

16. Find the minimum sample size needed to be 95% confident that the sample variance is within 20% of the population variance.

Finding Confidence Intervals. In Exercises 17–24, assume that each sample is a simple random sample obtained from a population with a normal distribution.

17. Birth Weights In a study of the effects of prenatal cocaine use on infants, the following sample data were obtained for weights at birth: \( n = 190, \bar{x} = 2700 \) g, \( s = 645 \) g (based on data from “Cognitive Outcomes of Preschool Children with Prenatal Cocaine Exposure,” by Singer et al., Journal of the American Medical Association, Vol. 291, No. 20). Use the sample data to construct a 95% confidence interval estimate of the standard deviation of all birth weights of infants born to mothers who used cocaine during pregnancy. (Because Table A-4 has a maximum of 100 degrees of freedom while we require 189 degrees of freedom, use these critical values obtained from STATDISK: \( \chi^2_L = 152.8222 \) and \( \chi^2_R = 228.9638 \).) Based on the result, does the standard deviation appear to be different from the standard deviation of 696 g for birth weights of babies born to mothers who did not use cocaine during pregnancy?

18. Weights of M&Ms Data Set 18 in Appendix B lists 100 weights (in grams) of M&M candies. The minimum weight is 0.696 g and the maximum weight is 1.015 g.

a. Use the range rule of thumb to estimate \( \sigma \), the standard deviation of weights of all such M&Ms.

b. The 100 weights have a standard deviation of 0.0518 g. Construct a 95% confidence interval estimate of the standard deviation of weights of all M&Ms.

c. Does the confidence interval from part (b) contain the estimated value of \( \sigma \) from part (a)? What do the results suggest about the estimate from part (a)?
19. **Movie Lengths** Data Set 9 in Appendix B includes 23 movies with ratings of PG or PG-13, and those movies have lengths (in minutes) with a mean of 120.8 min and a standard deviation of 22.9 min. That same data set also includes 12 movies with R ratings, and those movies have lengths with a mean of 118.1 min and a standard deviation of 20.8 min.

**a.** Construct a 95% confidence interval estimate of the standard deviation of the lengths of all movies with ratings of PG or PG-13.

**b.** Construct a 95% confidence interval estimate of the standard deviation of the lengths of all movies with ratings of R.

**c.** Compare the variation of the lengths of movies with ratings of PG or PG-13 to the variation of the lengths of movies with ratings of R. Does there appear to be a difference?

20. **Pulse Rates of Men and Women** Data Set 1 in Appendix B includes 40 pulse rates of men, and those pulse rates have a mean of 69.4 beats per minute and a standard deviation of 11.3 beats per minute. That data set also includes 40 pulse rates of women, and those pulse rates have a mean of 76.3 beats per minute and a standard deviation of 12.5 beats per minute.

**a.** Construct a 99% confidence interval estimate of the standard deviation of the pulse rates of men.

**b.** Construct a 99% confidence interval estimate of the standard deviation of the pulse rates of women.

**c.** Compare the variation of the pulse rates of men and women. Does there appear to be a difference?

21. **Video Games** Twelve different video games showing substance use were observed and the duration times of game play (in seconds) are listed below (based on data from “Content and Ratings of Teen-Rated Video Games,” by Haninger and Thompson, *Journal of the American Medical Association*, Vol. 291, No. 7). The design of the study justifies the assumption that the sample can be treated as a simple random sample. Use the sample data to construct a 99% confidence interval estimate of $\sigma$, the standard deviation of the duration times of game play.

```plaintext
4049 3884 3859 4027 4318 4813 4657 4033 5004 4823 4334 4317 849 807 821 859 864 877 848 802 807 887 815
```

22. **Designing Theater Seats** In the course of designing theater seats, the sitting heights (in mm) of a simple random sample of adult women is obtained, and the results are listed below (based on anthropometric survey data from Gordon, Churchill, et al.). Use the sample data to construct a 95% confidence interval estimate of $\sigma$, the standard deviation of sitting heights of all women. Does the confidence interval contain the value of 35 mm, which is believed to be the standard deviation of sitting heights of women?

```plaintext
849 807 821 859 864 877 772 848 802 807 887 815
```

23. **Monitoring Lead in Air** Listed below are measured amounts of lead (in micrograms per cubic meter, or $\mu g/m^3$) in the air. The EPA has established an air quality standard for lead of 1.5 $\mu g/m^3$. The measurements shown below were recorded at Building 5 of the World Trade Center site on different days immediately following the destruction caused by the terrorist attacks of September 11, 2001. Use the given values to construct a 95% confidence interval estimate of the standard deviation of the amounts of lead in the air. Is there anything about this data set suggesting that the confidence interval might not be very good? Explain.

```plaintext
5.40 1.10 0.42 0.73 0.48 1.10
```

24. **a. Comparing Waiting Lines** The listed values are waiting times (in minutes) of customers at the Jefferson Valley Bank, where customers enter a single waiting line that feeds three teller windows. Construct a 95% confidence interval for the population standard deviation $\sigma$.

```plaintext
6.5 6.6 6.7 6.8 7.1 7.3 7.4 7.7 7.7 7.7
```
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b. The listed values are waiting times (in minutes) of customers at the Bank of Providence, where customers may enter any one of three different lines that have formed at three teller windows. Construct a 95% confidence interval for the population standard deviation \( \sigma \).

| 4.2 | 5.4 | 5.8 | 6.2 | 6.7 | 7.7 | 7.7 | 8.5 | 9.3 | 10.0 |

c. Interpret the results found in parts (a) and (b). Do the confidence intervals suggest a difference in the variation among waiting times? Which arrangement seems better: the single-line system or the multiple-line system?

Using Large Data Sets from Appendix B. In Exercises 25 and 26, use the data set from Appendix B. Assume that each sample is a simple random sample obtained from a population with a normal distribution.

25. FICO Credit Rating Scores Refer to Data Set 24 in Appendix B and use the credit rating scores to construct a 95% confidence interval estimate of the standard deviation of all credit rating scores.

26. Home Energy Consumption Refer to Data Set 12 in Appendix B and use the sample amounts of home energy consumption (in kWh) to construct a 99% confidence interval estimate of the standard deviation of all energy consumption amounts.

7-5  Beyond the Basics

27. Finding Critical Values In constructing confidence intervals for \( \sigma \) or \( \sigma^2 \), we use Table A-4 to find the critical values \( \chi^2_L \) and \( \chi^2_R \), but that table applies only to cases in which \( n \leq 101 \), so the number of degrees of freedom is 100 or smaller. For larger numbers of degrees of freedom, we can approximate \( \chi^2 \) and \( \chi^2_k \) by using

\[ \chi^2 = \frac{1}{2} \left[ z_{a/2} + \sqrt{2k - 1} \right]^2 \]

where \( k \) is the number of degrees of freedom and \( z_{a/2} \) is the critical \( z \) score described in Section 7-2. STATDISK was used to find critical values for 189 degrees of freedom with a confidence level of 95%, and those critical values are given in Exercise 17. Use the approximation shown here to find the critical values and compare the results to those found from STATDISK.

28. Finding the Best Estimator Values of \( s^2 \) tend to produce smaller errors by being closer to \( \sigma^2 \) than do other unbiased measures of variation. Let’s now consider the biased estimator of \( (n - 1)s^2/(n + 1) \). Given the population of values \( \{2, 3, 7\} \), use the value of \( \sigma^2 \), and use the nine different possible samples of size \( n = 2 \) (for sampling with replacement) for the following.

a. Find \( s^2 \) for each of the nine samples, then find the error \( s^2 - \sigma^2 \) for each sample. Then square those errors. Then find the mean of those squares. The result is the mean square error.

b. Find the value of \( (n - 1)s^2/(n + 1) \) for each of the nine samples. Then find the error \( (n - 1)s^2/(n + 1) - \sigma^2 \) for each sample. Square those errors, then find the mean of those squares. The result is the mean square error.

c. The mean square error can be used to measure how close an estimator comes to the population parameter. Which estimator does a better job by producing the smaller mean square error? Is that estimator biased or unbiased?
Review

In this chapter we introduced basic methods for finding estimates of population proportions, means, and variances. This chapter included procedures for finding each of the following:

• point estimate
• confidence interval
• required sample size

We discussed the point estimate (or single-valued estimate) and formed these conclusions:

• Proportion: The best point estimate of $p$ is $\hat{p}$
• Mean: The best point estimate of $\mu$ is $\bar{x}$.
• Variation: The value of $s$ is commonly used as a point estimate of $\sigma$, even though it is a biased estimate. Also, $s^2$ is the best point estimate of $\sigma^2$.

Because the above point estimates consist of single values, they have the serious shortcoming of not revealing how close to the population parameter that they are likely to be, so confidence intervals (or interval estimates) are commonly used as more informative and useful estimates. We also considered ways of determining the sample sizes necessary to estimate parameters to within given margins of error. This chapter also introduced the Student $t$ and chi-square distributions. We must be careful to use the correct probability distribution for each set of circumstances. This chapter used the following criteria for selecting the appropriate distribution:

| Confidence interval for proportion $p$: | Use the normal distribution (assuming that the required conditions are satisfied and there are at least 5 successes and at least 5 failures so that the normal distribution can be used to approximate the binomial distribution). |
| Confidence interval for $\mu$: | See Figure 7-6 (page 360) or Table 7-1 (page 361) to choose between the normal or $t$ distributions (or conclude that neither applies). |
| Confidence interval for $\sigma$ or $\sigma^2$: | Use the chi-square distribution (assuming that the required conditions are satisfied). |

For the confidence interval and sample size procedures in this chapter, it is very important to verify that the requirements are satisfied. If they are not, then we cannot use the methods of this chapter and we may need to use other methods, such as the bootstrap method described in the Technology Project at the end of this chapter, or nonparametric methods, such as those discussed in Chapter 13.

Statistical Literacy and Critical Thinking

1. Estimating Population Parameters Quest Diagnostics is a provider of drug testing for job applicants, and its managers want to estimate the proportion of job applicants who test positive for drugs. In this context, what is a point estimate of that proportion? What is a confidence interval? What is a major advantage of the confidence interval estimate over the point estimate?

2. Interpreting a Confidence Interval Here is a 95% confidence interval estimate of the proportion of all job applicants who test positive when they are tested for drug use: $0.0262 < p < 0.0499$ (based on data from Quest Diagnostics). Write a statement that correctly interprets this confidence interval.

3. Confidence Level What is the confidence level of the confidence interval given in Exercise 2? What is a confidence level in general?
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4. **Online Poll** The Internet service provider AOL periodically conducts polls by posting a survey question on its Web site, and Internet users can respond if they choose to do so. Assume that a survey question asks whether the respondent has a high-definition television in the household and the results are used to construct this 95% confidence interval: $0.232 < p < 0.248$. Can this confidence interval be used to form valid conclusions about the general population? Why or why not?

**Chapter Quick Quiz**

1. The following 95% confidence interval estimate is obtained for a population mean: $10.0 < \mu < 20.0$. Interpret that confidence interval.

2. With a Democrat and a Republican candidate running for office, a newspaper conducts a poll to determine the proportion of voters who favor the Republican candidate. Based on the poll results, this 95% confidence interval estimate of that proportion is obtained: $0.492 < p < 0.588$. Which of the following statements better describes the results: (1) The Republican is favored by a majority of the voters. (2) The election is too close to call.

3. Find the critical value of $t_{\alpha/2}$ for $n = 20$ and $\alpha = 0.05$.

4. Find the critical value of $z_{\alpha/2}$ for $n = 20$ and $\alpha = 0.10$.

5. Find the sample size required to estimate the percentage of college students who use loans to help fund their tuition. Assume that we want 95% confidence that the proportion from the sample is within two percentage points of the true population percentage.

6. In a poll of 600 randomly selected subjects, 240 answered “yes” when asked if they planned to vote in a state election. What is the best point estimate of the population proportion of all who plan to vote in that election.

7. In a poll of 600 randomly selected subjects, 240 answered “yes” when asked if they planned to vote in a state election. Construct a 95% confidence interval estimate of the proportion of all who plan to vote in that election.

8. In a survey of randomly selected subjects, the mean age of the 36 respondents is 40.0 years and the standard deviation of the ages is 10.0 years. Use these sample results to construct a 95% confidence interval estimate of the mean age of the population from which the sample was selected.

9. Repeat Exercise 8 assuming that the population standard deviation is known to be 10.0 years.

10. Find the sample size required to estimate the mean age of registered drivers in the United States. Assume that we want 95% confidence that the sample mean is within 1/2 year of the true mean age of the population. Also assume that the standard deviation of the population is known to be 12 years.

**Review Exercises**

1. **Reporting Income** In a Pew Research Center poll of 745 randomly selected adults, 589 said that it is morally wrong to not report all income on tax returns. Construct a 95% confidence interval estimate of the percentage of all adults who have that belief, and then write a statement interpreting the confidence interval.

2. **Determining Sample Size** See the survey described in Exercise 1. Assume that you must conduct a new poll to determine the percentage of adults who believe that it is morally wrong to not report all income on tax returns. How many randomly selected adults must you survey if you want 99% confidence that the margin of error is two percentage points? Assume that nothing is known about the percentage that you are trying to estimate.

3. **Determining Sample Size** See the survey described in Exercise 1. Assume that you must conduct a survey to determine the mean income reported on tax returns, and you have access to actual tax returns. How many randomly selected tax returns must you survey if you want to
be 99% confident that the mean of the sample is within $500 of the true population mean? Assume that reported incomes have a standard deviation of $28,785 (based on data from the U.S. Census Bureau). Is the sample size practical?

4. Penny Weights A simple random sample of 37 weights of pennies made after 1983 has a mean of 2.4991 g and a standard deviation of 0.0165 g (based on Data Set 20 in Appendix B). Construct a 99% confidence interval estimate of the mean weight of all such pennies. Design specifications require a population mean of 2.5 g. What does the confidence interval suggest about the manufacturing process?

5. Crash Test Results The National Transportation Safety Administration conducted crash test experiments on five subcompact cars. The head injury data (in hic) recorded from crash test dummies in the driver’s seat are as follows: 681, 428, 917, 898, 420. Use these sample results to construct a 95% confidence interval for the mean of head injury measurements from all subcompact cars.

6. Confidence Interval for \( \sigma \) New car design specifications are being considered to control the variation of the head injury measurements. Use the same sample data from Exercise 5 to construct a 95% confidence interval estimate of \( \sigma \).

7. Cloning Survey A Gallup poll consisted of 1012 randomly selected adults who were asked whether “cloning of humans should or should not be allowed.” Results showed that 901 adults surveyed indicated that cloning should not be allowed.
   a. Find the best point estimate of the proportion of adults believing that cloning of humans should not be allowed.
   b. Construct a 95% confidence interval estimate of the proportion of adults believing that cloning of humans should not be allowed.
   c. A news reporter wants to determine whether these survey results constitute strong evidence that the majority (more than 50%) of people are opposed to such cloning. Based on the results, is there strong evidence supporting the claim that the majority is opposed to such cloning? Why or why not?

8. Sample Size You have been hired by a consortium of local car dealers to conduct a survey about the purchases of new and used cars.
   a. If you want to estimate the percentage of car owners in your state who purchased new cars (not used), how many adults must you survey if you want 95% confidence that your sample percentage is in error by no more than four percentage points?
   b. If you want to estimate the mean amount of money spent by car owners on their last car purchase, how many car owners must you survey if you want 95% confidence that your sample mean is in error by no more than $750? (Based on results from a pilot study, assume that the standard deviation of amounts spent on car purchases is $14,227.)
   c. If you plan to obtain the estimates described in parts (a) and (b) with a single survey having several questions, how many people must be surveyed?

9. Discarded Glass Listed below are weights (in pounds) of glass discarded in one week by randomly selected households (based on data from the Garbage Project at the University of Arizona).
   a. What is the best point estimate of the mean weight of glass discarded by households in a week?
   b. Construct a 95% confidence interval estimate of the mean weight of glass discarded by all households.
   c. Repeat part (b) assuming that the population is normally distributed with a standard deviation known to be 3.108 lb.

10. Confidence Intervals for \( \sigma \) and \( \sigma^2 \)
   a. Use the sample data from Exercise 9 to construct a 95% confidence interval estimate of the population standard deviation.
   b. Use the sample data from Exercise 9 to construct a 95% confidence interval estimate of the population variance.
Bootstrap Resampling  The *bootstrap resampling method* can be used to construct confidence intervals for situations in which traditional methods cannot (or should not) be used. Example 4 in Section 7-4 included the following sample of times that different video games showed the use of alcohol (based on data from “Content and Ratings of Teen-Rated
Example 4 in Section 7-4 showed the histogram and normal quantile plot, and they both suggest that the times are not from a normally distributed population, so methods requiring a normal distribution should not be used.

If we want to use the above sample data for the construction of a confidence interval estimate of the population mean $\mu$, one approach is to use the bootstrap resampling method, which has no requirements about the distribution of the population. This method typically requires a computer to build a bootstrap population by replicating (duplicating) a sample many times. We draw from the sample with replacement, thereby creating an approximation of the original population. In this way, we pull the sample up “by its own bootstraps” to simulate the original population. Using the sample data given above, construct a 95% confidence interval estimate of the population mean $\mu$ by using the bootstrap method.

Various technologies can be used for this procedure. The STATDISK statistical software program that is on the CD included with this book is very easy to use. Enter the listed sample values in column 1 of the Data Window, then select the main menu item of Analysis, and select the menu item of Bootstrap Resampling.

a. Create 500 new samples, each of size 12, by selecting 12 values with replacement from the 12 sample values given above. In STATDISK, enter 500 for the number of resamplings and click on Resample.
b. Find the means of the 500 bootstrap samples generated in part (a). In STATDISK, the means will be listed in the second column of the Data Window.
c. Sort the 500 means (arrange them in order). In STATDISK, click on the Data Tools button and sort the means in column 2.
d. Find the percentiles $P_{2.5}$ and $P_{97.5}$ for the sorted means that result from the preceding step. ($P_{2.5}$ is the mean of the 12th and 13th scores in the sorted list of means; $P_{97.5}$ is the mean of the 487th and 488th scores in the sorted list of means.) Identify the resulting confidence interval by substituting the values for $P_{2.5}$ and $P_{97.5}$ in $P_{2.5} < \mu < P_{97.5}$.

There is a special software package designed specifically for bootstrap resampling methods: Resampling Stats, available from Resampling Stats, Inc., 612 N. Jackson St., Arlington, VA, 22201; telephone number: (703) 522-2713.
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Cooperative Group Activities

1. Out-of-class activity Collect sample data, and use the methods of this chapter to construct confidence interval estimates of population parameters. Here are some suggestions for parameters:
   • Proportion of students at your college who can raise one eyebrow without raising the other eyebrow.
   • Mean age of cars driven by statistics students and/or the mean age of cars driven by faculty.

APPLET PROJECT

The CD included with this book contains applets designed to help visualize various concepts. Open the Applets folder on the CD and double-click on Start. Select the menu item of Confidence Intervals for a Proportion. Using \( n = 20 \) and \( \hat{p} = 0.7 \), click on Simulate and find the proportion of the 95% confidence intervals among 100 that contain the population proportion of 0.7. Click on Simulate nine more times so that the total number of confidence intervals is 1000. What proportion of the 1000 95% confidence intervals contain \( \hat{p} = 0.7 \)? Write a brief explanation of the principle illustrated by these results.

Critical Thinking: What do the “Do Not Call” registry survey results tell us?

Surveys have become an important component of American life. They directly affect us in so many ways, including public policy, the television shows we watch, the products we buy, and the political leaders we elect. Because surveys are now such an integral part of our lives, it is important that every citizen has the ability to interpret survey results. Surveys are the focus of this project.

A recent Harris survey of 1961 adults showed that 76% have registered for the “Do Not Call” registry, so that telemarketers do not phone them.

Analyzing the Data

1. Use the survey results to construct a 95% confidence interval estimate of the percentage of all adults on the “Do Not Call” registry.
2. Identify the margin of error for this survey.
3. Explain why it would or would not be okay for a newspaper to make this statement: “Based on results from a recent survey, the majority of adults are not on the ‘Do Not Call’ registry.”
4. Assume that you are a newspaper reporter. Write a description of the survey results for your newspaper.
5. A common criticism of surveys is that they poll only a very small percentage of the population and therefore cannot be accurate. Is a sample of only 1961 adults taken from a population of 225,139,000 adults a sample size that is too small? Write an explanation of why the sample size of 1961 is or is not too small.
6. In reference to another survey, the president of a company wrote to the Associated Press about a nationwide survey of 1223 subjects. Here is what he wrote:
   When you or anyone else attempts to tell me and my associates that 1223 persons account for our opinions and tastes here in America, I get mad as hell! How dare you! When you or anyone else tells me that 1223 people represent America, it is astounding and unfair and should be outlawed.
   The writer of that letter then proceeds to claim that because the sample size of 1223 people represents 120 million people, his single letter represents 98,000 (120 million divided by 1223) who share the same views. Do you agree or disagree with this claim? Write a response that either supports or refutes this claim.

FROM DATA TO DECISION

Surveys have become an important component of American life. They directly affect us in so many ways, including public policy, the television shows we watch, the products we buy, and the political leaders we elect. Because surveys are now such an integral part of our lives, it is important that every citizen has the ability to interpret survey results. Surveys are the focus of this project.

A recent Harris survey of 1961 adults showed that 76% have registered for the “Do Not Call” registry, so that telemarketers do not phone them.

Analyzing the Data

1. Use the survey results to construct a 95% confidence interval estimate of the percentage of all adults on the “Do Not Call” registry.
2. Identify the margin of error for this survey.
3. Explain why it would or would not be okay for a newspaper to make this statement: “Based on results from a recent survey, the majority of adults are not on the ‘Do Not Call’ registry.”
4. Assume that you are a newspaper reporter. Write a description of the survey results for your newspaper.
5. A common criticism of surveys is that they poll only a very small percentage of the population and therefore cannot be accurate. Is a sample of only 1961 adults taken from a population of 225,139,000 adults a sample size that is too small? Write an explanation of why the sample size of 1961 is or is not too small.
6. In reference to another survey, the president of a company wrote to the Associated Press about a nationwide survey of 1223 subjects. Here is what he wrote:
   When you or anyone else attempts to tell me and my associates that 1223 persons account for our opinions and tastes here in America, I get mad as hell! How dare you! When you or anyone else tells me that 1223 people represent America, it is astounding and unfair and should be outlawed.
   The writer of that letter then proceeds to claim that because the sample size of 1223 people represents 120 million people, his single letter represents 98,000 (120 million divided by 1223) who share the same views. Do you agree or disagree with this claim? Write a response that either supports or refutes this claim.
• Mean length of words in *New York Times* editorials and mean length of words in editorials found in your local newspaper.
• Mean lengths of words in *Time* magazine, *Newsweek* magazine, and *People* magazine.
• Proportion of students at your college who can correctly identify the president, vice president, and secretary of state.
• Proportion of students at your college who are over the age of 18 and are registered to vote.
• Mean age of full-time students at your college.
• Proportion of motor vehicles in your region that are cars.

2. **In-class activity** Without using any measuring device, each student should draw a line believed to be 3 in. long and another line believed to be 3 cm long. Then use rulers to measure and record the lengths of the lines drawn. Find the means and standard deviations of the two sets of lengths. Use the sample data to construct a confidence interval for the length of the line estimated to be 3 in., then do the same for the length of the line estimated to be 3 cm. Do the confidence interval limits actually contain the correct length? Compare the results. Do the estimates of the 3-in. line appear to be more accurate than those for the 3-cm line?

3. **In-class activity** Assume that a method of gender selection can affect the probability of a baby being a girl, so that the probability becomes 1/4. Each student should simulate 20 births by drawing 20 cards from a shuffled deck. Replace each card after it has been drawn, then reshuffle. Consider the hearts to be girls and consider all other cards to be boys. After making 20 selections and recording the “genders” of the babies, construct a confidence interval estimate of the proportion of girls. Does the result appear to be effective in identifying the true value of the population proportion? (If decks of cards are not available, use some other way to simulate the births, such as using the random number generator on a calculator or using digits from phone numbers or social security numbers.)

4. **Out-of-class activity** Groups of three or four students should go to the library and collect a sample consisting of the ages of books (based on copyright dates). Plan and describe the sampling procedure, execute the sampling procedure, then use the results to construct a confidence interval estimate of the mean age of all books in the library.

5. **In-class activity** Each student should write an estimate of the age of the current President of the United States. All estimates should be collected and the sample mean and standard deviation should be calculated. Then use the sample results to construct a confidence interval. Do the confidence interval limits contain the correct age of the President?

6. **In-class activity** A class project should be designed to conduct a test in which each student is given a taste of Coke and a taste of Pepsi. The student is then asked to identify which sample is Coke. After all of the results are collected, analyze the claim that the success rate is better than the rate that would be expected with random guesses.

7. **In-class activity** Each student should estimate the length of the classroom. The values should be based on visual estimates, with no actual measurements being taken. After the estimates have been collected, construct a confidence interval, then measure the length of the room. Does the confidence interval contain the actual length of the classroom? Is there a “collective wisdom,” whereby the class mean is approximately equal to the actual room length?

8. **In-class activity** Divide into groups of three or four. Examine a current magazine such as *Time* or *Newsweek*, and find the proportion of pages that include advertising. Based on the results, construct a 95% confidence interval estimate of the percentage of all such pages that have advertising. Compare results with other groups.

9. **In-class activity** Divide into groups of two. First find the sample size required to estimate the proportion of times that a coin turns up heads when tossed, assuming that you want 80% confidence that the sample proportion is within 0.08 of the true population proportion. Then toss a coin the required number of times and record your results. What percentage of such confidence intervals should actually contain the true value of the population proportion,
which we know is \( p = 0.5 \). Verify this last result by comparing your confidence interval with the confidence intervals found in other groups.

**10. Out-of-class activity** Identify a topic of general interest and coordinate with all members of the class to conduct a survey. Instead of conducting a “scientific” survey using sound principles of random selection, use a convenience sample consisting of respondents that are readily available, such as friends, relatives, and other students. Analyze and interpret the results. Identify the population. Identify the shortcomings of using a convenience sample, and try to identify how a sample of subjects randomly selected from the population might be different.

**11. Out-of-class activity** Each student should find an article in a professional journal that includes a confidence interval of the type discussed in this chapter. Write a brief report describing the confidence interval and its role in the context of the article.

**12. Out-of-class activity** Obtain a sample and use it to estimate the mean number of hours per week that students at your college devote to studying.
This chapter introduced confidence intervals as tools for estimating population proportions, population means, and population standard deviations or variances. These confidence intervals can be generated by using StatCrunch, as follows.

**StatCrunch Procedure for Creating Confidence Intervals**

1. Sign into StatCrunch, then click on **Open StatCrunch**.
2. Click on **Stat**.
3. In the menu of items that appears, make the selection based on the parameter being estimated. Use this guide:
   - Proportion: Select **Proportions**.
   - Mean, with \( \sigma \) not known: Select **T statistics**.
   - Mean, with \( \sigma \) known: Select **Z statistics**.
   - Variance (or standard deviation): Select **Variance**.
4. After selecting the appropriate menu item in Step 3, choose the option of **One Sample**. (The methods of this chapter apply to one sample, but Chapter 9 will deal with two samples.)
5. Now select either “**with data**” or “**with summary**.” (The choice of “with data” indicates that you have the original data values listed in StatCrunch; the choice of “with summary” indicates that you have the required summary statistics.)
6. You will now see a screen that requires entries. Make those entries, then click on **Next**.
7. In the next screen, click on the button next to **Confidence Interval**, so that a confidence interval is created. (The “Hypothesis Test” option will be discussed in the next chapter.)
8. The default confidence level is 0.95. Either use that confidence level or change it by entering a different value.
9. If creating a confidence interval for a proportion, use the default method of **Standard-Wald** to get the same results obtained by using the methods of this section. (Using the Agresti-Coull method would yield the same results obtained for the Wilson score confidence interval described on the top of page 339. This method typically yields better results.)
10. Click on **Calculate** and results will be displayed. The confidence interval limits will be displayed, where **L. Limit** denotes the lower confidence interval limit and **U. Limit** denotes the upper confidence interval limit. It then becomes easy to use those values to create a confidence interval in a standard form, as shown in this chapter.

**Projects**

Use StatCrunch to find confidence interval estimates for the indicated parameters and the given sample data.

1. Find a 95% confidence interval estimate of the population proportion, given sample data consisting of 40 successes among 100 trials.
2. Find a 95% confidence interval estimate of the mean body temperature of the population, given the following sample values randomly selected from Data Set 2 in Appendix B: 97.3, 99.5, 98.7, 98.6, 98.2, 96.5, 98.0, 98.9.
3. Find a 95% confidence interval estimate of the mean pulse rate of males. Use the sample data given in Data Set 1 in Appendix B. That data set can be opened in StatCrunch by clicking on **Explore**, **Groups**, selecting **Triola Elementary Statistics (11th Edition)**, clicking on **25 Data Sets** near the top, then selecting **Health Exam Results (Males)**.
4. Repeat Project 3 for females. Compare the result with the confidence interval from Project 3.
5. Find a 95% confidence interval estimate of the mean weight of cans of regular Coke. Use the sample data given in Data Set 17 in Appendix B. That data set can be opened in StatCrunch by clicking on **Explore**, **Groups**, selecting **Triola Elementary Statistics (11th Edition)**, clicking on **25 Data Sets** near the top, then selecting **Weights and Volumes of Cola**.
6. Find a 95% confidence interval estimate of the mean weight of cans of diet Coke. Use the sample data given in Data Set 17 in Appendix B. That data set can be opened in StatCrunch by clicking on **Explore**, **Groups**, selecting **Triola Elementary Statistics (11th Edition)**, clicking on **25 Data Sets** near the top, then selecting **Weights and Volumes of Cola**. Compare the result to the confidence interval from Project 5.
Hypothesis Testing

8-1 Review and Preview
8-2 Basics of Hypothesis Testing
8-3 Testing a Claim About a Proportion
8-4 Testing a Claim About a Mean: \( \sigma \) Known
8-5 Testing a Claim About a Mean: \( \sigma \) Not Known
8-6 Testing a Claim About a Standard Deviation or Variance
Gender-selection methods are somewhat controversial. Some people believe that use of such methods should be prohibited, regardless of the reason. Others believe that limited use should be allowed for medical reasons, such as to prevent gender-specific hereditary disorders. For example, some couples carry X-linked recessive genes, so that a male child has a 50% chance of inheriting a serious disorder and a female child has no chance of inheriting the disorder. These couples may want to use a gender-selection method to increase the likelihood of having a baby girl so that none of their children inherit the disorder.

Methods of gender selection have been around for many years. In the 1980s, ProCare Industries sold a product called Gender Choice. The product cost only $49.95, but the Food and Drug Administration told the company to stop distributing Gender Choice because there was no evidence to support the claim that it was 80% reliable.

The Genetics & IVF Institute developed a newer gender-selection method called MicroSort. The Microsort XSORT method is designed to increase the likelihood of a baby girl, and the YSORT method is designed to increase the likelihood of a boy. Here is a statement from the MicroSort Web site: “The Genetics & IVF Institute is offering couples the ability to increase the chance of having a child of the desired gender to reduce the probability of X-linked diseases or for family balancing.” Stated simply, for a cost exceeding $3000, the Genetics & IVF Institute claims that it can increase the probability of having a baby of the gender that a couple prefers. As of this writing, the MicroSort method is undergoing clinical trials, but these results are available: Among 726 couples who used the XSORT method in trying to have a baby girl, 668 couples did have baby girls, for a success rate of 92.0%. Under normal circumstances with no special treatment, girls occur in 50% of births. (Actually, the current birth rate of girls is 48.79%, but we will use 50% to keep things simple.) These results provide us with an interesting question: Given that 668 out of 726 couples had girls, can we actually support the claim that the XSORT technique is effective in increasing the probability of a girl? Do we now have an effective method of gender selection?
Review and Preview

In Chapters 2 and 3 we used “descriptive statistics” when we summarized data using tools such as graphs, and statistics such as the mean and standard deviation. Methods of inferential statistics use sample data to make an inference or conclusion about a population. The two main activities of inferential statistics are using sample data to (1) estimate a population parameter (such as estimating a population parameter with a confidence interval), and (2) test a hypothesis or claim about a population parameter. In Chapter 7 we presented methods for estimating a population parameter with a confidence interval, and in this chapter we present the method of hypothesis testing.

The main objective of this chapter is to develop the ability to conduct hypothesis tests for claims made about a population proportion $p$, a population mean $\mu$, or a population standard deviation $\sigma$.

Here are examples of hypotheses that can be tested by the procedures we develop in this chapter:

- **Genetics** The Genetics & IVF Institute claims that its XSORT method allows couples to increase the probability of having a baby girl.

- **Business** A newspaper headline makes the claim that most workers get their jobs through networking.

- **Medicine** Medical researchers claim that when people with colds are treated with echinacea, the treatment has no effect.

- **Aircraft Safety** The Federal Aviation Administration claims that the mean weight of an airline passenger (including carry-on baggage) is greater than 185 lb, which it was 20 years ago.

- **Quality Control** When new equipment is used to manufacture aircraft altimeters, the new altimeters are better because the variation in the errors is reduced so that the readings are more consistent. (In many industries, the quality of goods and services can often be improved by reducing variation.)

The formal method of hypothesis testing uses several standard terms and conditions in a systematic procedure.

*Study Hint:* Start by clearly understanding Example 1 in Section 8-2, then read Sections 8-2 and 8-3 casually to obtain a general idea of their concepts, then study Section 8-2 more carefully to become familiar with the terminology.

**CAUTION**

When conducting hypothesis tests as described in this chapter and the following chapters, instead of jumping directly to procedures and calculations, be sure to consider the context of the data, the source of the data, and the sampling method used to obtain the sample data. (See Section 1-2.)
8-2 Basics of Hypothesis Testing

**Key Concept** In this section we present individual components of a hypothesis test. In Part 1 we discuss the basic concepts of hypothesis testing. Because these concepts are used in the following sections and chapters, we should know and understand the following:

- How to identify the null hypothesis and alternative hypothesis from a given claim, and how to express both in symbolic form
- How to calculate the value of the test statistic, given a claim and sample data
- How to identify the critical value(s), given a significance level
- How to identify the P-value, given a value of the test statistic
- How to state the conclusion about a claim in simple and nontechnical terms

In Part 2 we discuss the power of a hypothesis test.

**Part 1: Basic Concepts of Hypothesis Testing**

The methods presented in this chapter are based on the rare event rule (Section 4-1) for inferential statistics, so let’s review that rule before proceeding.

**Rare Event Rule for Inferential Statistics**

If, under a given assumption, the probability of a particular observed event is extremely small, we conclude that the assumption is probably not correct.

Following this rule, we test a claim by analyzing sample data in an attempt to distinguish between results that can easily occur by chance and results that are highly unlikely to occur by chance. We can explain the occurrence of highly unlikely results by saying that either a rare event has indeed occurred or that the underlying assumption is not correct. Let’s apply this reasoning in the following example.

**Example 1** Gender Selection ProCare Industries, Ltd. provided a product called “Gender Choice,” which, according to advertising claims, allowed couples to “increase your chances of having a girl up to 80%.” Suppose we conduct an experiment with 100 couples who want to have baby girls, and they all follow the Gender Choice “easy-to-use in-home system” described in the pink package designed for girls. Assuming that Gender Choice has no effect and using only common sense and no formal statistical methods, what should we conclude about the assumption of “no effect” from Gender Choice if 100 couples using Gender Choice have 100 babies consisting of the following?

- a. 52 girls
- b. 97 girls

**Solution**

a. We normally expect around 50 girls in 100 births. The result of 52 girls is close to 50, so we should not conclude that the Gender Choice product is effective. The result of 52 girls could easily occur by chance, so there isn’t sufficient evidence to say that Gender Choice is effective, even though the sample proportion of girls is greater than 50%.

Aspirin Not Helpful for Geminis and Libras

Physician Richard Peto submitted an article to *Lancet*, a British medical journal. The article showed that patients had a better chance of surviving a heart attack if they were treated with aspirin within a few hours of their heart attacks. *Lancet* editors asked Peto to break down his results into subgroups to see if recovery worked better or worse for different groups, such as males or females. Peto believed that he was being asked to use too many subgroups, but the editors insisted. Peto then agreed, but he supported his objections by showing that when his patients were categorized by signs of the zodiac, aspirin was useless for Gemini and Libra heart-attack patients, but aspirin is a lifesaver for those born under any other sign. This shows that when conducting multiple hypothesis tests with many different subgroups, there is a very large chance of getting some wrong results.

continued
b. The result of 97 girls in 100 births is extremely unlikely to occur by chance. We could explain the occurrence of 97 girls in one of two ways: Either an extremely rare event has occurred by chance, or Gender Choice is effective. The extremely low probability of getting 97 girls suggests that Gender Choice is effective.

In Example 1 we should conclude that the treatment is effective only if we get significantly more girls than we would normally expect. Although the outcomes of 52 girls and 97 girls are both greater than 50%, the result of 52 girls is not significant, whereas the result of 97 girls is significant.

**Example 2**  
**Gender Selection**  
The Chapter Problem includes the latest results from clinical trials of the XSORT method of gender selection. Instead of using the latest available results, we will use these results from preliminary trials of the XSORT method: Among 14 couples using the XSORT method, 13 couples had girls and one couple had a boy. We will proceed to formalize some of the analysis in testing the claim that the XSORT method increases the likelihood of having a girl, but there are two points that can be confusing:

1. **Assume** $p = 0.5$: Under normal circumstances, with no treatment, girls occur in 50% of births. So $p = 0.5$ and a claim that the XSORT method is effective can be expressed as $p > 0.5$.

2. **Instead of $P$ (exactly 13 girls), use $P$ (13 or more girls):** When determining whether 13 girls in 14 births is likely to occur by chance, use $P$ (13 or more girls). (Stop for a minute and review the subsection of “Using Probabilities to Determine When Results Are Unusual” in Section 5-2.)

Under normal circumstances the proportion of girls is $p = 0.5$, so a claim that the XSORT method is effective can be expressed as $p > 0.5$. We support the claim of $p > 0.5$ only if a result such as 13 girls is unlikely (with a small probability, such as less than or equal to 0.05). Using a normal distribution as an approximation to the binomial distribution (see Section 6-6), we find $P$ (13 or more girls in 14 births) $= 0.0016$. Figure 8-1 shows that with a probability of 0.5, the outcome of 13 girls in 14 births is unusual, so we reject random chance as a reasonable explanation. We conclude that the proportion of girls born to couples using the XSORT method is significantly greater than the proportion that we expect with random chance. Here are the key components of this example:

- **Claim:** The XSORT method increases the likelihood of a girl. That is, $p > 0.5$.
- **Working assumption:** The proportion of girls is $p = 0.5$ (with no effect from the XSORT method).
- **The preliminary sample resulted in 13 girls among 14 births, so the sample proportion is $\hat{p} = 13/14 = 0.929$.
- **Assuming that $p = 0.5$, we use a normal distribution as an approximation to the binomial distribution to find that $P$ (at least 13 girls in 14 births) $= 0.0016$. (Using Table A-1 or calculations with the binomial probability distribution results in a probability of 0.001.)
- **There are two possible explanations for the result of 13 girls in 14 births:** Either a random chance event (with the very low probability of 0.0016) has occurred,
or the proportion of girls born to couples using the XSORT method is greater than 0.5. Because the probability of getting at least 13 girls by chance is so small (0.0016), we reject random chance as a reasonable explanation. The more reasonable explanation for 13 girls is that the XSORT method is effective in increasing the likelihood of girls. There is sufficient evidence to support a claim that the XSORT method is effective in producing more girls than expected by chance.

We now proceed to describe the components of a formal hypothesis test, or test of significance. Many professional journals will include results from hypothesis tests, and they will use the same components described here.

**Working with the Stated Claim: Null and Alternative Hypotheses**

- The **null hypothesis** (denoted by \( H_0 \)) is a statement that the value of a population parameter (such as proportion, mean, or standard deviation) is equal to some claimed value. (The term null is used to indicate no change or no effect or no difference.) Here is a typical null hypothesis included in this chapter: \( H_0: p = 0.5 \). We test the null hypothesis directly in the sense that we assume (or pretend) it is true and reach a conclusion to either reject it or fail to reject it.

- The **alternative hypothesis** (denoted by \( H_1 \) or \( H_a \) or \( H_A \)) is the statement that the parameter has a value that somehow differs from the null hypothesis. For the methods of this chapter, the symbolic form of the alternative hypothesis must use one of these symbols: \(<\), \(>\), \(\neq\). Here are different examples of alternative hypotheses involving proportions:

\[
H_1: p > 0.5 \quad H_1: p < 0.5 \quad H_1: p \neq 0.5
\]

**Note About Always Using the Equal Symbol in \( H_0 \):** It is now rare, but the symbols \( \leq \) and \( \geq \) are occasionally used in the null hypothesis \( H_0 \). Professional statisticians
and professional journals use only the equal symbol for equality. We conduct the hypothesis test by assuming that the proportion, mean, or standard deviation is equal to some specified value so that we can work with a single distribution having a specific value.

Note About Forming Your Own Claims (Hypotheses): If you are conducting a study and want to use a hypothesis test to support your claim, the claim must be worded so that it becomes the alternative hypothesis (and can be expressed using only the symbols <, >, or ≠). You can never support a claim that some parameter is equal to some specified value.

For example, after completing the clinical trials of the XSORT method of gender selection, the Genetics & IVF Institute will want to demonstrate that the method is effective in increasing the likelihood of a girl, so the claim will be stated as \( p > 0.5 \). In this context of trying to support the goal of the research, the alternative hypothesis is sometimes referred to as the research hypothesis. It will be assumed for the purpose of the hypothesis test that \( p = 0.5 \), but the Genetics & IVF Institute will hope that \( p = 0.5 \) gets rejected so that \( p > 0.5 \) is supported. Supporting the alternative hypothesis of \( p > 0.5 \) will support the claim that the XSORT method is effective.

Note About Identifying \( H_0 \) and \( H_1 \): Figure 8-2 summarizes the procedures for identifying the null and alternative hypotheses. Next to Figure 8-2 is an example using the claim that “with the XSORT method, the likelihood of having a girl is greater than 0.5.” Note that the original statement could become the null hypothesis, it could become the alternative hypothesis, or it might not be either the null hypothesis or the alternative hypothesis.

---

**Figure 8-2**

Identifying \( H_0 \) and \( H_1 \)

**Example:** The claim is that with the XSORT method, the likelihood of having a girl is greater than 0.5. This claim in symbolic form is \( p > 0.5 \). If \( p > 0.5 \) is false, the symbolic form that must be true is \( p \leq 0.5 \).

- \( H_1: p > 0.5 \)
- \( H_0: p = 0.5 \)
Identifying the Null and Alternative Hypotheses

Consider the claim that the mean weight of airline passengers (including carry-on baggage) is at most 195 lb (the current value used by the Federal Aviation Administration). Follow the three-step procedure outlined in Figure 8-2 to identify the null hypothesis and the alternative hypothesis.

**Step 1:** Express the given claim in symbolic form. The claim that the mean is at most 195 lb is expressed in symbolic form as \( \mu \leq 195 \text{ lb} \).

**Step 2:** If \( \mu \leq 195 \text{ lb} \) is false, then \( \mu > 195 \text{ lb} \) must be true.

**Step 3:** Of the two symbolic expressions \( \mu \leq 195 \text{ lb} \) and \( \mu > 195 \text{ lb} \), we see that \( \mu > 195 \text{ lb} \) does not contain equality, so we let the alternative hypothesis be \( H_1 : \mu > 195 \text{ lb} \). Also, the null hypothesis must be a statement that the mean equals 195 lb, so we let \( H_0 : \mu = 195 \text{ lb} \).

Note that in this example, the original claim that the mean is at most 195 lb is neither the alternative hypothesis nor the null hypothesis. (However, we would be able to address the original claim upon completion of a hypothesis test.)

**Converting Sample Data to a Test Statistic**

The calculations required for a hypothesis test typically involve converting a sample statistic to a test statistic.

The test statistic is a value used in making a decision about the null hypothesis. It is found by converting the sample statistic (such as the sample proportion \( \hat{p} \), the sample mean \( \bar{x} \), or the sample standard deviation \( s \)) to a score (such as \( z \), \( t \), or \( \chi^2 \)) with the assumption that the null hypothesis is true. In this chapter we use the following test statistics:

- Test statistic for proportion: \( z = \frac{\hat{p} - p}{\sqrt{\frac{pq}{n}}} \)
- Test statistic for mean: \( z = \frac{\bar{x} - \mu}{\frac{s}{\sqrt{n}}} \) or \( t = \frac{\bar{x} - \mu}{\frac{s}{\sqrt{n}}} \)
- Test statistic for standard deviation: \( \chi^2 = \frac{(n - 1)s^2}{\sigma^2} \)

The test statistic for a mean uses the normal or Student \( t \) distribution, depending on the conditions that are satisfied. For hypothesis tests of a claim about a population mean, this chapter will use the same criteria for using the normal or Student \( t \) distributions as described in Section 7-4. (See Figure 7-6 and Table 7-1.)

**Example 4** Finding the Value of the Test Statistic

Let's again consider the claim that the XSORT method of gender selection increases the likelihood of having a baby girl. Preliminary results from a test of the XSORT method of gender selection involved 14 couples who gave birth to 13 girls and 1 boy. Use the
Human Lie Detectors

Researchers tested 13,000 people for their ability to determine when someone is lying. They found 31 people with exceptional skills at identifying lies. These human lie detectors had accuracy rates around 90%. They also found that federal officers and sheriffs were quite good at detecting lies, with accuracy rates around 80%. Psychology Professor Maureen O’Sullivan questioned those who were adept at identifying lies, and she said that “all of them pay attention to nonverbal cues and the nuances of word usages and apply them differently to different people. They could tell you eight things about someone after watching a two-second tape. It’s scary, the things these people notice.” Methods of statistics can be used to distinguish between people unable to detect lying and those with that ability.

given claim and the preliminary results to calculate the value of the test statistic. Use the format of the test statistic given above, so that a normal distribution is used to approximate a binomial distribution. (There are other exact methods that do not use the normal approximation.)

SOLUTION

From Figure 8-2 and the example displayed next to it, the claim that the XSORT method of gender selection increases the likelihood of having a baby girl results in the following null and alternative hypotheses: \( H_0: \hat{p} = 0.5 \) and \( H_1: \hat{p} > 0.5 \). We work under the assumption that the null hypothesis is true with \( \hat{p} = 0.5 \). The sample proportion of 13 girls in 14 births results in \( \hat{p} = 13/14 = 0.929 \). Using \( \hat{p} = 0.5 \), \( \bar{p} = 0.929 \), and \( n = 14 \), we find the value of the test statistic as follows:

\[
z = \frac{\hat{p} - \bar{p}}{\sqrt{\frac{\bar{p}(1-\bar{p})}{n}}} = \frac{0.929 - 0.5}{\sqrt{\frac{(0.5)(0.5)}{14}}} = 3.21
\]

INTERPRETATION

We know from previous chapters that a \( z \) score of 3.21 is “unusual” (because it is greater than 2). It appears that in addition to being greater than 0.5, the sample proportion of 13/14 or 0.929 is significantly greater than 0.5. Figure 8-3 shows that the sample proportion of 0.929 does fall within the range of values considered to be significant because they are so far above 0.5 that they are not likely to occur by chance (assuming that the population proportion is \( \bar{p} = 0.5 \)).

Figure 8-3 shows the test statistic of \( z = 3.21 \), and other components in Figure 8-3 are described as follows.

Tools for Assessing the Test Statistic: Critical Region, Significance Level, Critical Value, and \( P \)-Value

The test statistic alone usually does not give us enough information to make a decision about the claim being tested. The following tools can be used to understand and interpret the test statistic.
• The **critical region** (or **rejection region**) is the set of all values of the test statistic that cause us to reject the null hypothesis. For example, see the red-shaded critical region shown in Figure 8-3.

• The **significance level** (denoted by \( \alpha \)) is the probability that the test statistic will fall in the critical region when the null hypothesis is actually true. If the test statistic falls in the critical region, we reject the null hypothesis, so \( \alpha \) is the probability of making the mistake of rejecting the null hypothesis when it is true. This is the same \( \alpha \) introduced in Section 7-2, where we defined the confidence level for a confidence interval to be the probability \( 1 - \alpha \). Common choices for \( \alpha \) are 0.05, 0.01, and 0.10, with 0.05 being most common.

• A **critical value** is any value that separates the critical region (where we reject the null hypothesis) from the values of the test statistic that do not lead to rejection of the null hypothesis. The critical values depend on the nature of the null hypothesis, the sampling distribution that applies, and the significance level of \( \alpha \). See Figure 8-3 where the critical value of \( z = 1.645 \) corresponds to a significance level of \( \alpha = 0.05 \). (Critical values were formally defined in Section 7-2.)

### Example 5
**Finding a Critical Value for Critical Region in the Right Tail**<br>Using a significance level of \( \alpha = 0.05 \), find the critical \( z \) value for the alternative hypothesis \( H_1: p > 0.5 \) (assuming that the normal distribution can be used to approximate the binomial distribution). This alternative hypothesis is used to test the claim that the XSORT method of gender selection is effective, so that baby girls are more likely, with a proportion greater than 0.5.

**Solution**<br>Refer to Figure 8-3. With \( H_1: p > 0.5 \), the critical region is in the right tail as shown. With a right-tailed area of 0.05, the critical value is found to be \( z = 1.645 \) (by using the methods of Section 6-2). If the right-tailed critical region is 0.05, the cumulative area to the left of the critical value is 0.95, and Table A-2 or technology show that the \( z \) score corresponding to a cumulative left area of 0.95 is \( z = 1.645 \). The critical value is \( z = 1.645 \) as shown in Figure 8-3.

### Example 6
**Finding Critical Values for a Critical Region in Two Tails**<br>Using a significance level of \( \alpha = 0.05 \), find the two critical \( z \) values for the alternative hypothesis \( H_1: p \neq 0.5 \) (assuming that the normal distribution can be used to approximate the binomial distribution).

**Solution**<br>Refer to Figure 8-4(a). With \( H_1: p \neq 0.5 \), the critical region is in the two tails as shown. If the significance level is 0.05, each of the two tails has an area of 0.025 as shown in Figure 8-4(a). The left critical value of \( z = -1.96 \) corresponds to a cumulative left area of 0.025. (Table A-2 or technology result in \( z = -1.96 \) by using the methods of Section 6-2). The rightmost critical value of \( z = 1.96 \) is found from the cumulative left area of 0.975. (The rightmost critical value is \( z_{0.975} = 1.96 \).) The two critical values are \( z = -1.96 \) and \( z = 1.96 \) as shown in Figure 8-4(a).
The *P*-value (or *p*-value or probability value) is the probability of getting a value of the test statistic that is at least as extreme as the one representing the sample data, assuming that the null hypothesis is true. *P*-values can be found after finding the area beyond the test statistic. The procedure for finding *P*-values is given in Figure 8-5. The procedure can be summarized as follows:

Critical region in the left tail: \( P \)-value = area to the left of the test statistic

Critical region in the right tail: \( P \)-value = area to the right of the test statistic

Critical region in two tails: \( P \)-value = twice the area in the tail beyond the test statistic

The null hypothesis is rejected if the *P*-value is very small, such as 0.05 or less. Here is a memory tool useful for interpreting the *P*-value:

If the *P* is low, the null must go.
If the *P* is high, the null will fly.

![Figure 8-5 Procedure for Finding P-Values](image-url)
CAUTION
Don’t confuse a $P$-value with a proportion $p$. Know this distinction:
- $P$-value = probability of getting a test statistic at least as extreme as the one representing sample data
- $p$ = population proportion

EXAMPLE 7 Finding a $P$-Value for a Critical Region in the Right Tail
Consider the claim that the XSORT method of gender selection increases the likelihood of having a baby girl, so that $p > 0.5$. Use the test statistic $z = 3.21$ (found from 13 girls in 14 births, as in Example 4). First determine whether the given conditions result in a critical region in the right tail, left tail, or two tails, then use Figure 8-5 to find the $P$-value. Interpret the $P$-value.

SOLUTION With a claim of $p > 0.5$, the critical region is in the right tail, as shown in Figure 8-3. Using Figure 8-5 to find the $P$-value for a right-tailed test, we see that the $P$-value is the area to the right of the test statistic $z = 3.21$. Table A-2 (or technology) shows that the area to the right of $z = 3.21$ is 0.0007, so the $P$-value is 0.0007.

INTERPRETATION The $P$-value of 0.0007 is very small, and it shows that there is a very small chance of getting the sample results that led to a test statistic of $z = 3.21$. It is very unlikely that we would get 13 (or more) girls in 14 births by chance. This suggests that the XSORT method of gender selection increases the likelihood that a baby will be a girl.

EXAMPLE 8 Finding a $P$-Value for a Critical Region in Two Tails
Consider the claim that with the XSORT method of gender selection, the likelihood of having a baby girl is different from $p = 0.5$, and use the test statistic $z = 3.21$ found from 13 girls in 14 births. First determine whether the given conditions result in a critical region in the right tail, left tail, or two tails, then use Figure 8-5 to find the $P$-value. Interpret the $P$-value.

SOLUTION The claim that the likelihood of having a baby girl is different from $p = 0.5$ can be expressed as $p \neq 0.5$, so the critical region is in two tails (as in Figure 8-4(a)). Using Figure 8-5 to find the $P$-value for a two-tailed test, we see that the $P$-value is twice the area to the right of the test statistic $z = 3.21$. We refer to Table A-2 (or use technology) to find that the area to the right of $z = 3.21$ is 0.0007. In this case, the $P$-value is twice the area to the right of the test statistic, so we have:

$$P\text{-value} = 2 \times 0.0007 = 0.0014$$

INTERPRETATION The $P$-value is 0.0014 (or 0.0013 if greater precision is used for the calculations). The small $P$-value of 0.0014 shows that there is a very small chance of getting the sample results that led to a test statistic of $z = 3.21$. This suggests that with the XSORT method of gender selection, the likelihood of having a baby girl is different from 0.5.

Lie Detectors and the Law
Why not require all criminal suspects to take lie detector tests and dispense with trials by jury?

The Council of Scientific Affairs of the American Medical Association states, “It is established that classification of guilty can be made with 75% to 97% accuracy, but the rate of false positives is often sufficiently high to preclude use of this (polygraph) test as the sole arbiter of guilt or innocence.” A “false positive” is an indication of guilt when the subject is actually innocent. Even with accuracy as high as 97%, the percentage of false positive results can be 50%, so half of the innocent subjects incorrectly appear to be guilty.
Chapter 8  Hypothesis Testing

Types of Hypothesis Tests: Two-Tailed, Left-Tailed, Right-Tailed

The tails in a distribution are the extreme critical regions bounded by critical values. Determinations of $P$-values and critical values are affected by whether a critical region is in two tails, the left tail, or the right tail. It therefore becomes important to correctly characterize a hypothesis test as two-tailed, left-tailed, or right-tailed.

- **Two-tailed test**: The critical region is in the two extreme regions (tails) under the curve (as in Figure 8-4(a)).
- **Left-tailed test**: The critical region is in the extreme left region (tail) under the curve (as in Figure 8-4(b)).
- **Right-tailed test**: The critical region is in the extreme right region (tail) under the curve (as in Figure 8-4(c)).

**Hint**: By examining the alternative hypothesis, we can determine whether a test is two-tailed, left-tailed, or right-tailed. The tail will correspond to the critical region containing the values that would conflict significantly with the null hypothesis. A useful check is summarized in Figure 8-6. *Note that the inequality sign in $H_1$ points in the direction of the critical region.* The symbol $\neq$ is often expressed in programming languages as $< >$, and this reminds us that an alternative hypothesis such as $p \neq 0.5$ corresponds to a two-tailed test.

Decisions and Conclusions

The standard procedure of hypothesis testing requires that we directly test the null hypothesis, so our initial conclusion will always be one of the following:

1. Reject the null hypothesis.
2. Fail to reject the null hypothesis.

**Decision Criterion**  The decision to reject or fail to reject the null hypothesis is usually made using either the $P$-value method of testing hypotheses or the traditional method (or classical method). Sometimes, however, the decision is based on confidence intervals. In recent years, use of the $P$-value method has been increasing along with the inclusion of $P$-values in results from software packages.

- **$P$-value method**: Using the significance level $\alpha$:
  - If $P$-value $\leq \alpha$, reject $H_0$.
  - If $P$-value $> \alpha$, fail to reject $H_0$.

- **Traditional method**: If the test statistic falls within the critical region, *reject $H_0$.*
  - If the test statistic does not fall within the critical region, *fail to reject $H_0$.*

- **Another option**: Instead of using a significance level such as $\alpha = 0.05$, simply identify the $P$-value and leave the decision to the reader.

- **Confidence intervals**: A confidence interval estimate of a population parameter contains the likely values of that parameter.
  - If a confidence interval does not include a claimed value of a population parameter, reject that claim.
Wording the Final Conclusion  Figure 8-7 summarizes a procedure for wording the final conclusion in simple, nontechnical terms. Note that only one case leads to wording indicating that the sample data actually support the conclusion. If you want to support some claim, state it in such a way that it becomes the alternative hypothesis, and then hope that the null hypothesis gets rejected.

CAUTION

Never conclude a hypothesis test with a statement of "reject the null hypothesis" or "fail to reject the null hypothesis." Always make sense of the conclusion with a statement that uses simple nontechnical wording that addresses the original claim.

Accept/Fail to Reject  A few textbooks continue to say "accept the null hypothesis" instead of "fail to reject the null hypothesis." The term accept is somewhat misleading, because it seems to imply incorrectly that the null hypothesis has been proved, but we can never prove a null hypothesis. The phrase fail to reject says more correctly that the available evidence isn’t strong enough to warrant rejection of the null hypothesis. In this text we use the terminology fail to reject the null hypothesis, instead of accept the null hypothesis.

![Figure 8-7 Wording of Final Conclusion](image_url)
Multiple Negatives When stating the final conclusion in nontechnical terms, it is possible to get correct statements with up to three negative terms. (Example: “There is not sufficient evidence to warrant rejection of the claim of no difference between 0.5 and the population proportion.”) Such conclusions are confusing, so it is good to restate them in a way that makes them understandable, but care must be taken to not change the meaning. For example, instead of saying that “there is not sufficient evidence to warrant rejection of the claim of no difference between 0.5 and the population proportion,” better statements would be these:

• Fail to reject the claim that the population proportion is equal to 0.5.
• Unless stronger evidence is obtained, continue to assume that the population proportion is equal to 0.5.

EXAMPLE 9 Stating the Final Conclusion Suppose a geneticist claims that the XSORT method of gender selection increases the likelihood of a baby girl. This claim of \( p > 0.5 \) becomes the alternative hypothesis, while the null hypothesis becomes \( p = 0.5 \). Further suppose that the sample evidence causes us to reject the null hypothesis of \( p = 0.5 \). State the conclusion in simple, nontechnical terms.

Refer to Figure 8-7. Because the original claim does not contain equality, it becomes the alternative hypothesis. Because we reject the null hypothesis, the wording of the final conclusion should be as follows: “There is sufficient evidence to support the claim that the XSORT method of gender selection increases the likelihood of a baby girl.”

Errors in Hypothesis Tests
When testing a null hypothesis, we arrive at a conclusion of rejecting it or failing to reject it. Such conclusions are sometimes correct and sometimes wrong (even if we do everything correctly). Table 8-1 summarizes the two different types of errors that can be made, along with the two different types of correct decisions. We distinguish between the two types of errors by calling them type I and type II errors.

• **Type I error:** The mistake of rejecting the null hypothesis when it is actually true. The symbol \( \alpha \) (alpha) is used to represent the probability of a type I error.

• **Type II error:** The mistake of failing to reject the null hypothesis when it is actually false. The symbol \( \beta \) (beta) is used to represent the probability of a type II error.

Because it can be difficult to remember which error is type I and which is type II, we recommend a mnemonic device, such as “routine for fun.” Using only the consonants from those words (RouTiNe FoR FuN), we can easily remember that a type I error is RTN: Reject True Null (hypothesis), whereas a type II error is FRFN: Fail to Reject a False Null (hypothesis).

**Notation**

\[
\alpha \text{ (alpha)} = \text{probability of a type I error (the probability of rejecting the null hypothesis when it is true)}
\]
\[
\beta \text{ (beta)} = \text{probability of a type II error (the probability of failing to reject a null hypothesis when it is false)}
\]
Table 8-1  Type I and Type II Errors

<table>
<thead>
<tr>
<th>True State of Nature</th>
<th>The null hypothesis is true</th>
<th>The null hypothesis is false</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision</td>
<td>We decide to reject the null hypothesis</td>
<td>Type I error (rejecting a true null hypothesis) $P($type I error$) = \alpha$</td>
</tr>
<tr>
<td>Decision</td>
<td>We fail to reject the null hypothesis</td>
<td>Correct decision</td>
</tr>
<tr>
<td>Decision</td>
<td>Correct decision</td>
<td>Type II error (failing to reject a false null hypothesis) $P($type II error$) = \beta$</td>
</tr>
</tbody>
</table>

**Example 10**  Identifying Type I and Type II Errors  Assume that we are conducting a hypothesis test of the claim that a method of gender selection increases the likelihood of a baby girl, so that the probability of a baby girl is $p > 0.5$. Here are the null and alternative hypotheses:

- $H_0$: $p = 0.5$
- $H_1$: $p > 0.5$

Give statements identifying the following.

**a. Type I error**  
A type I error is the mistake of rejecting a true null hypothesis, so this is a type I error: Conclude that there is sufficient evidence to support $p > 0.5$, when in reality $p = 0.5$. That is, a type I error is made when we conclude that the gender selection method is effective when in reality it has no effect.

**b. Type II error**  
A type II error is the mistake of failing to reject the null hypothesis when it is false, so this is a type II error: Fail to reject $p = 0.5$ (and therefore fail to support $p > 0.5$) when in reality $p > 0.5$. That is, a type II error is made if we conclude that the gender selection method has no effect, when it really is effective in increasing the likelihood of a baby girl.

**Controlling Type I and Type II Errors:** One step in our standard procedure for testing hypotheses involves the selection of the significance level $\alpha$ (such as 0.05), which is the probability of a type I error. The values of $\alpha$, $\beta$, and the sample size $n$ are all related, so when you choose or determine any two of them, the third is automatically determined. One common practice is to select the significance level $\alpha$, then select a sample size that is practical, so the value of $\beta$ is determined. Generally try to use the largest $\alpha$ that you can tolerate, but for type I errors with more serious consequences, select smaller values of $\alpha$. Then choose a sample size $n$ as large as is reasonable, based on considerations of time, cost, and other relevant factors. Another common practice is to select $\alpha$ and $\beta$, so the required sample size $n$ is automatically determined. (See Example 12 in Part 2 of this section.)

**Comprehensive Hypothesis Test**  In this section we describe the individual components used in a hypothesis test, but the following sections will combine those components in comprehensive procedures. We can test claims about population parameters by using the $P$-value method summarized in Figure 8-8, the traditional method summarized in Figure 8-9, or we can use a confidence interval, as described on page 407.
Construct a confidence interval with a confidence level selected as in Table 8-2. Because a confidence interval estimate of a population parameter contains the likely values of that parameter, reject a claim that the population parameter has a value that is not included in the confidence interval.

### Table 8-2
Confidence Level for Confidence Interval

<table>
<thead>
<tr>
<th></th>
<th>Two-Tailed Test</th>
<th>One-Tailed Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significance</td>
<td>0.01</td>
<td>99%</td>
</tr>
<tr>
<td>Level for Hypothesis</td>
<td>0.05</td>
<td>95%</td>
</tr>
<tr>
<td>Test</td>
<td>0.10</td>
<td>90%</td>
</tr>
</tbody>
</table>

**Chapter 8**

Hypothesis Testing

Figure 8-8  **P-Value Method**

1. Identify the specific claim or hypothesis to be tested, and put it in symbolic form.
2. Give the symbolic form that must be true when the original claim is false.
3. Of the two symbolic expressions obtained so far, let the alternative hypothesis $H_1$ be the one not containing equality, so that $H_1$ uses the symbol $>$ or $<$ or $\neq$. Let the null hypothesis $H_0$ be the symbolic expression that the parameter equals the fixed value being considered.
4. Select the significance level $\alpha$ based on the seriousness of a type I error. Make $\alpha$ small if the consequences of rejecting a true $H_0$ are severe. The values of 0.05 and 0.01 are very common.
5. Identify the statistic that is relevant to this test and determine its sampling distribution (such as normal, $t$, chi-square).
6. Find the test statistic and find the $P$-value (see Figure 8-5). Draw a graph and show the test statistic and $P$-value.
7. Reject $H_0$ if the $P$-value is less than or equal to the significance level $\alpha$. Fail to reject $H_0$ if the $P$-value is greater than $\alpha$.
8. Restate this previous decision in simple, nontechnical terms, and address the original claim.

Figure 8-9  **Traditional Method**

1. Identify the specific claim or hypothesis to be tested, and put it in symbolic form.
2. Give the symbolic form that must be true when the original claim is false.
3. Of the two symbolic expressions obtained so far, let the alternative hypothesis $H_1$ be the one not containing equality, so that $H_1$ uses the symbol $>$ or $<$ or $\neq$. Let the null hypothesis $H_0$ be the symbolic expression that the parameter equals the fixed value being considered.
4. Select the significance level $\alpha$ based on the seriousness of a type I error. Make $\alpha$ small if the consequences of rejecting a true $H_0$ are severe. The values of 0.05 and 0.01 are very common.
5. Identify the statistic that is relevant to this test and determine its sampling distribution (such as normal, $t$, chi-square).
6. Find the test statistic, the critical values, and the critical region. Draw a graph and include the test statistic, critical value(s), and critical region.
7. Reject $H_0$ if the test statistic is in the critical region. Fail to reject $H_0$ if the test statistic is not in the critical region.
8. Restate this previous decision in simple, nontechnical terms, and address the original claim.
Confidence Interval Method For two-tailed hypothesis tests construct a confidence interval with a confidence level of $1 - \alpha$; but for a one-tailed hypothesis test with significance level $\alpha$, construct a confidence interval with a confidence level of $1 - 2\alpha$. (See Table 8-2 for common cases.) After constructing the confidence interval, use this criterion:

A confidence interval estimate of a population parameter contains the likely values of that parameter. We should therefore reject a claim that the population parameter has a value that is not included in the confidence interval.

CAUTION

In some cases, a conclusion based on a confidence interval may be different from a conclusion based on a hypothesis test. See the comments in the individual sections that follow.

The exercises for this section involve isolated components of hypothesis tests, but the following sections will involve complete and comprehensive hypothesis tests.

Part 2: Beyond the Basics of Hypothesis Testing: The Power of a Test

We use $\beta$ to denote the probability of failing to reject a false null hypothesis, so $P(\text{type II error}) = \beta$. It follows that $1 - \beta$ is the probability of rejecting a false null hypothesis, and statisticians refer to this probability as the power of a test, and they often use it to gauge the effectiveness of a hypothesis test in allowing us to recognize that a null hypothesis is false.

Definition

The power of a hypothesis test is the probability $(1 - \beta)$ of rejecting a false null hypothesis. The value of the power is computed by using a particular significance level $\alpha$ and a particular value of the population parameter that is an alternative to the value assumed true in the null hypothesis.

Note that in the above definition, determination of power requires a particular value that is an alternative to the value assumed in the null hypothesis. Consequently, a hypothesis test can have many different values of power, depending on the particular values of the population parameter chosen as alternatives to the null hypothesis.

Example 11 Power of a Hypothesis Test Let’s again consider these preliminary results from the XSORT method of gender selection: There were 13 girls among the 14 babies born to couples using the XSORT method. If we want to test the claim that girls are more likely ($p > 0.5$) with the XSORT method, we have the following null and alternative hypotheses:

$H_0: p = 0.5 \quad H_1: p > 0.5$

Let’s use $\alpha = 0.05$. In addition to all of the given test components, we need a particular value of $p$ that is an alternative to the value assumed in the null hypothesis $H_0: p = 0.5$. Using the given test components along with different alternative values of $p$, we get the following examples of power values. These values of power were found by using Minitab, and exact calculations are used instead of a normal approximation to the binomial distribution.
Based on the above list of power values, we see that this hypothesis test has power of 0.180 (or 18.0%) of rejecting $H_0$: $p = 0.5$ when the population proportion $p$ is actually 0.6. That is, if the true population proportion is actually equal to 0.6, there is an 18.0% chance of making the correct conclusion of rejecting the false null hypothesis that $p = 0.5$. That low power of 18.0% is not good. There is a 0.564 probability of rejecting $p = 0.5$ when the true value of $p$ is actually 0.7. It makes sense that this test is more effective in rejecting the claim of $p = 0.5$ when the population proportion is actually 0.7 than when the population proportion is actually 0.6. (When identifying animals assumed to be horses, there’s a better chance of rejecting an elephant as a horse (because of the greater difference) than rejecting a mule as a horse.) In general, increasing the difference between the assumed parameter value and the actual parameter value results in an increase in power, as shown in the above table.

Because the calculations of power are quite complicated, the use of technology is strongly recommended. (In this section, only Exercises 46–48 involve power.)

**Power and the Design of Experiments** Just as 0.05 is a common choice for a significance level, a power of at least 0.80 is a common requirement for determining that a hypothesis test is effective. (Some statisticians argue that the power should be higher, such as 0.85 or 0.90.) When designing an experiment, we might consider how much of a difference between the claimed value of a parameter and its true value is an important amount of difference. If testing the effectiveness of the XSORT gender-selection method, a change in the proportion of girls from 0.5 to 0.501 is not very important. A change in the proportion of girls from 0.5 to 0.6 might be important. Such magnitudes of differences affect power. When designing an experiment, a goal of having a power value of at least 0.80 can often be used to determine the minimum required sample size, as in the following example.

### Example 12 Finding Sample Size Required to Achieve 80% Power

Here is a statement similar to one in an article from the *Journal of the American Medical Association*: “The trial design assumed that with a 0.05 significance level, 153 randomly selected subjects would be needed to achieve 80% power to detect a reduction in the coronary heart disease rate from 0.5 to 0.4.” Before conducting the experiment, the researchers selected a significance level of 0.05 and a power of at least 0.80. They also decided that a reduction in the proportion of coronary heart disease from 0.5 to 0.4 is an important difference that they wanted to detect (by correctly rejecting the false null hypothesis). Using a significance level of 0.05, power of 0.80, and the alternative proportion of 0.4, technology such as Minitab is used to find that the required minimum sample size is 153. The researchers can then proceed by obtaining a sample of at least 153 randomly selected subjects. Due to factors such as dropout rates, the researchers are likely to need somewhat more than 153 subjects. (See Exercise 48.)
Statistical Literacy and Critical Thinking

1. Hypothesis Test In reporting on an Elle/MSNBC.COM survey of 61,647 people, Elle magazine stated that "just 20% of bosses are good communicators." Without performing formal calculations, do the sample results appear to support the claim that less than 50% of people believe that bosses are good communicators? What can you conclude after learning that the survey results were obtained over the Internet from people who chose to respond?

2. Interpreting P-Value When the clinical trial of the XSORT method of gender selection is completed, a formal hypothesis test will be conducted with the alternative hypothesis of $p > 0.5$, which corresponds to the claim that the XSORT method increases the likelihood of having a girl, so that the proportion of girls is greater than 0.5. If you are responsible for developing the XSORT method and you want to show its effectiveness, which of the following $P$-values would you prefer: 0.999, 0.5, 0.95, 0.05, 0.01, 0.001? Why?

3. Proving that the Mean Equals 325 mg Bottles of Bayer aspirin are labeled with a statement that the tablets each contain 325 mg of aspirin. A quality control manager claims that a large sample of data can be used to support the claim that the mean amount of aspirin in the tablets is equal to 325 mg, as the label indicates. Can a hypothesis test be used to support that claim? Why or why not?

4. Supporting a Claim In preliminary results from couples using the Gender Choice method of gender selection to increase the likelihood of having a baby girl, 20 couples used the Gender Choice method with the result that 8 of them had baby girls and 12 had baby boys. Given that the sample proportion of girls is $8/20 = 0.4$, can the sample data support the claim that the proportion of girls is greater than 0.5? Can any sample proportion less than 0.5 be used to support a claim that the population proportion is greater than 0.5?

Stating Conclusions About Claims. In Exercises 5–8, make a decision about the given claim. Use only the rare event rule stated in Section 8-2, and make subjective estimates to determine whether events are likely. For example, if the claim is that a coin favors heads and sample results consist of 11 heads in 20 flips, conclude that there is not sufficient evidence to support the claim that the coin favors heads (because it is easy to get 11 heads in 20 flips by chance with a fair coin).

5. Claim: A coin favors heads when tossed, and there are 90 heads in 100 tosses.

6. Claim: The proportion of households with telephones is greater than the proportion of 0.35 found in the year 1920. A recent simple random sample of 2480 households results in a proportion of 0.955 households with telephones (based on data from the U.S. Census Bureau).

7. Claim: The mean pulse rate (in beats per minute) of students of the author is less than 75. A simple random sample of students has a mean pulse rate of 74.4.

8. Claim: Movie patrons have IQ scores with a standard deviation that is less than the standard deviation of 15 for the general population. A simple random sample of 40 movie patrons results in IQ scores with a standard deviation of 14.8.

Identifying $H_0$ and $H_1$ In Exercises 9–16, examine the given statement, then express the null hypothesis $H_0$ and alternative hypothesis $H_1$ in symbolic form. Be sure to use the correct symbol ($\mu$, $p$, $\sigma$) for the indicated parameter.

9. The mean annual income of employees who took a statistics course is greater than $60,000$.

10. The proportion of people aged 18 to 25 who currently use illicit drugs is equal to 0.20 (or 20%).

11. The standard deviation of human body temperatures is equal to 0.62°F.

12. The majority of college students have credit cards.

13. The standard deviation of duration times (in seconds) of the Old Faithful geyser is less than 40 sec.
14. The standard deviation of daily rainfall amounts in San Francisco is 0.66 cm.
15. The proportion of homes with fire extinguishers is 0.80.
16. The mean weight of plastic discarded by households in one week is less than 1 kg.

Finding Critical Values. In Exercises 17–24, assume that the normal distribution applies and find the critical z values.
17. Two-tailed test; \( \alpha = 0.01 \).
18. Two-tailed test; \( \alpha = 0.10 \).
19. Right-tailed test; \( \alpha = 0.02 \).
20. Left-tailed test; \( \alpha = 0.10 \).
21. \( \alpha = 0.05; H_1 \) is \( p \neq 98.6^\circ F \)
22. \( \alpha = 0.01; H_1 \) is \( p > 0.5 \).
23. \( \alpha = 0.005; H_1 \) is \( p < 5280 \) ft.
24. \( \alpha = 0.005; H_1 \) is \( p \neq 45 \) mm

Finding Test Statistics. In Exercises 25–28, find the value of the test statistic z using
\[
z = \frac{\hat{p} - p}{\sqrt{pq/n}}
\]
25. Genetics Experiment The claim is that the proportion of peas with yellow pods is equal to 0.25 (or 25%). The sample statistics from one of Mendel’s experiments include 580 peas with 152 of them having yellow pods.
26. Carbon Monoxide Detectors The claim is that less than 1/2 of adults in the United States have carbon monoxide detectors. A KRC Research survey of 1005 adults resulted in 462 who have carbon monoxide detectors.
27. Italian Food The claim is that more than 25% of adults prefer Italian food as their favorite ethnic food. A Harris Interactive survey of 1122 adults resulted in 314 who say that Italian food is their favorite ethnic food.
28. Seat Belts The claim is that more than 75% of adults always wear a seat belt in the front seat. A Harris Poll of 1012 adults resulted in 870 who say that they always wear a seat belt in the front seat.

Finding P-values. In Exercises 29–36, use the given information to find the P-value. (Hint: Follow the procedure summarized in Figure 8-5.) Also, use a 0.05 significance level and state the conclusion about the null hypothesis (reject the null hypothesis or fail to reject the null hypothesis).
29. The test statistic in a left-tailed test is \( z = -1.25 \).
30. The test statistic in a right-tailed test is \( z = 2.50 \).
31. The test statistic in a two-tailed test is \( z = 1.75 \).
32. The test statistic in a two-tailed test is \( z = -0.55 \).
33. With \( H_1: p \neq 0.707 \), the test statistic is \( z = -2.75 \).
34. With \( H_1: p \neq 3/4 \), the test statistic is \( z = 0.35 \).
35. With \( H_1: p > 1/4 \), the test statistic is \( z = 2.30 \).
36. With \( H_1: p < 0.777 \), the test statistic is \( z = -2.95 \).

Stating Conclusions. In Exercises 37–40, state the final conclusion in simple non-technical terms. Be sure to address the original claim. (Hint: See Figure 8-7.)
37. Original claim: The percentage of blue M&Ms is greater than 5%.
Initial conclusion: Fail to reject the null hypothesis.
38. Original claim: The percentage of on-time U.S. airline flights is less than 75%.
Initial conclusion: Reject the null hypothesis.
39. Original claim: The percentage of Americans who know their credit score is equal to 20%.
Initial conclusion: Fail to reject the null hypothesis.
40. Original claim: The percentage of Americans who believe in heaven is equal to 90%.
Initial conclusion: Reject the null hypothesis.

**Identifying Type I and Type II Errors.** In Exercises 41–44, identify the type I error and the type II error that correspond to the given hypothesis.

41. The percentage of nonsmokers exposed to secondhand smoke is equal to 41%.
42. The percentage of Americans who believe that life exists only on earth is equal to 20%.
43. The percentage of college students who consume alcohol is greater than 70%.
44. The percentage of households with at least two cell phones is less than 60%.

8-2 Beyond the Basics

45. **Significance Level**

a. If a null hypothesis is rejected with a significance level of 0.05, is it also rejected with a significance level of 0.01? Why or why not?

b. If a null hypothesis is rejected with a significance level of 0.01, is it also rejected with a significance level of 0.05? Why or why not?

46. **Interpreting Power** Chantix tablets are used as an aid to help people stop smoking. In a clinical trial, 129 subjects were treated with Chantix twice a day for 12 weeks, and 16 subjects experienced abdominal pain (based on data from Pfizer, Inc.). If someone claims that more than 8% of Chantix users experience abdominal pain, that claim is supported with a hypothesis test conducted with a 0.05 significance level. Using 0.18 as an alternative value of \( p \), the power of the test is 0.96. Interpret this value of the power of the test.

47. **Calculating Power** Consider a hypothesis test of the claim that the MicroSort method of gender selection is effective in increasing the likelihood of having a baby girl (\( p > 0.5 \)). Assume that a significance level of \( \alpha = 0.05 \) is used, and the sample is a simple random sample of size \( n = 64 \).

a. Assuming that the true population proportion is 0.65, find the power of the test, which is the probability of rejecting the null hypothesis when it is false. (*Hint: With a 0.05 significance level, the critical value is \( z = 1.645 \), so any test statistic in the right tail of the accompanying top graph is in the rejection region where the claim is supported. Find the sample proportion \( \hat{p} \) in the top graph, and use it to find the power shown in the bottom graph.)*

b. Explain why the red shaded region of the bottom graph corresponds to the power of the test.
48. Finding Sample Size to Achieve Power Researchers plan to conduct a test of a gender selection method. They plan to use the alternative hypothesis of \( H_1: p > 0.5 \) and a significance level of \( \alpha = 0.05 \). Find the sample size required to achieve at least 80% power in detecting an increase in \( p \) from 0.5 to 0.55. (This is a very difficult exercise. Hint: See Exercise 47.)

8-3 Testing a Claim About a Proportion

Key Concept In Section 8-2 we presented the individual components of a hypothesis test. In this section we present complete procedures for testing a hypothesis (or claim) made about a population proportion. We illustrate hypothesis testing with the \( P \)-value method, the traditional method, and the use of confidence intervals. In addition to testing claims about population proportions, we can use the same procedures for testing claims about probabilities or the decimal equivalents of percents.

The following are examples of the types of claims we will be able to test:

- **Genetics** The Genetics & IVF Institute claims that its XSORT method allows couples to increase the probability of having a baby girl, so that the proportion of girls with this method is greater than 0.5.

- **Medicine** Pregnant women can correctly guess the sex of their babies so that they are correct more than 50% of the time.

- **Entertainment** Among the television sets in use during a recent Super Bowl game, 64% were tuned to the Super Bowl.

Two common methods for testing a claim about a population proportion are (1) to use a normal distribution as an approximation to the binomial distribution, and (2) to use an exact method based on the binomial probability distribution. Part 1 of this section uses the approximate method with the normal distribution, and Part 2 of this section briefly describes the exact method.

Part 1: Basic Methods of Testing Claims About a Population Proportion \( p \)

The following box includes the key elements used for testing a claim about a population proportion.

**Requirements**

**Objective**
Test a claim about a population proportion using a formal method of hypothesis testing.

**Notation**

\[
\begin{align*}
\hat{p} &= \frac{x}{n} \text{ (sample proportion)} \\
q &= 1 - p
\end{align*}
\]
Requirements

1. The sample observations are a simple random sample.

2. The conditions for a binomial distribution are satisfied. (There are a fixed number of independent trials having constant probabilities, and each trial has two outcome categories of “success” and “failure.”)

3. The conditions \( np \geq 5 \) and \( nq \geq 5 \) are both satisfied, so the binomial distribution of sample proportions can be approximated by a normal distribution with \( \mu = np \) and \( \sigma = \sqrt{npq} \) (as described in Section 6-6). Note that \( p \) is the assumed proportion used in the claim, not the sample proportion.

Test Statistic for Testing a Claim About a Proportion

\[
z = \frac{\hat{p} - p}{\sqrt{\frac{pq}{n}}}
\]

\( P \)-values: Use the standard normal distribution (Table A-2) and refer to Figure 8-5.

Critical values: Use the standard normal distribution (Table A-2).

CAUTION

Reminder: Don’t confuse a \( P \)-value with a proportion \( p \). \( P \)-value = probability of getting a test statistic at least as extreme as the one representing sample data, but \( p \) = population proportion.

The above test statistic does not include a correction for continuity (as described in Section 6-6), because its effect tends to be very small with large samples.

EXAMPLE 1

Testing the Effectiveness of the MicroSort Method of Gender Selection

The Chapter Problem described these results from trials of the XSORT method of gender selection developed by the Genetics & IVF Institute: Among 726 babies born to couples using the XSORT method in an attempt to have a baby girl, 668 of the babies were girls and the others were boys. Use these results with a 0.05 significance level to test the claim that among babies born to couples using the XSORT method, the proportion of girls is greater than the value of 0.5 that is expected with no treatment. Here is a summary of the claim and the sample data:

Claim: With the XSORT method, the proportion of girls is greater than 0.5. That is, \( p > 0.5 \).

Sample data: \( n = 726 \) and \( \hat{p} = \frac{668}{726} = 0.920 \)

Before starting the hypothesis test, verify that the necessary requirements are satisfied.

REQUIREMENT CHECK

1. It is not likely that the subjects in the clinical trial are a simple random sample, but a selection bias is not really an issue here, because a couple wishing to have a baby girl can’t affect the sex of their baby without an effective treatment. Volunteer couples are self-selected, but that does not affect the results in this situation.

continued
2. There is a fixed number (726) of independent trials with two categories (the baby is either a girl or boy).

3. The requirements \( np \geq 5 \) and \( nq \geq 5 \) are both satisfied with \( n = 726, p = 0.5, \) and \( q = 0.5 \). (We get \( np = (726)(0.5) = 363 \geq 5 \) and \( nq = (726)(0.5) = 363 \geq 5 \).

The three requirements are satisfied.

**P-Value Method**

Figure 8-8 on page 406 lists the steps for using the \( P \)-value method. Using those steps from Figure 8-8, we can test the claim in Example 1 as follows.

**Step 1.** The original claim in symbolic form is \( p > 0.5 \).

**Step 2.** The opposite of the original claim is \( p \leq 0.5 \).

**Step 3.** Of the preceding two symbolic expressions, the expression \( p > 0.5 \) does not contain equality, so it becomes the alternative hypothesis. The null hypothesis is the statement that \( p \) equals the fixed value of 0.5. We can therefore express \( H_0 \) and \( H_1 \) as follows:

\[
H_0: p = 0.5 \\
H_1: p > 0.5
\]

**Step 4.** We use the significance level of \( \alpha = 0.05 \), which is a very common choice.

**Step 5.** Because we are testing a claim about a population proportion \( p \), the sample statistic \( \hat{p} \) is relevant to this test. The sampling distribution of sample proportions \( \hat{p} \) can be approximated by a normal distribution in this case.

**Step 6.** The test statistic \( z = 22.63 \) is calculated as follows:

\[
z = \frac{\hat{p} - p}{\sqrt{\frac{pq}{n}}} = \frac{0.920 - 0.5}{\sqrt{\frac{(0.5)(0.5)}{726}}} = 22.63
\]

We now find the \( P \)-value by using the following procedure, which is shown in Figure 8-5:

- **Left-tailed test:** \( P \)-value = area to left of test statistic \( z \)
- **Right-tailed test:** \( P \)-value = area to right of test statistic \( z \)
- **Two-tailed test:** \( P \)-value = twice the area of the extreme region bounded by the test statistic \( z \)

Because the hypothesis test we are considering is right-tailed with a test statistic of \( z = 22.63 \), the \( P \)-value is the area to the right of \( z = 22.63 \). Referring to Table A-2, we see that for values of \( z = 3.50 \) and higher, we use 0.0001 for the cumulative area to the right of the test statistic. The \( P \)-value is therefore 0.0001. (Using technology results in a \( P \)-value much closer to 0.) Figure 8-10 shows the test statistic and \( P \)-value for this example.

**Step 7.** Because the \( P \)-value of 0.0001 is less than or equal to the significance level of \( \alpha = 0.05 \), we reject the null hypothesis.

**Step 8.** We conclude that there is sufficient sample evidence to support the claim that among babies born to couples using the XSORT method, the proportion of girls is greater than 0.5. (See Figure 8-7 for help with wording this final conclusion.) It does appear that the XSORT method is effective.
Traditional Method

The traditional method of testing hypotheses is summarized in Figure 8-9. When using the traditional method with the claim given in Example 1, Steps 1 through 5 are the same as in Steps 1 through 5 for the \( P \)-value method, as shown above. We continue with Step 6 of the traditional method.

**Step 6.** The test statistic is computed to be \( z = 22.63 \) as shown for the preceding \( P \)-value method. With the traditional method, we now find the critical value (instead of the \( P \)-value). This is a right-tailed test, so the area of the critical region is an area of \( \alpha = 0.05 \) in the right tail. Referring to Table A-2 and applying the methods of Section 6-2, we find that the critical value of \( z = 1.645 \) is at the boundary of the critical region. See Figure 8-11.

**Step 7.** Because the test statistic falls within the critical region, we reject the null hypothesis.

**Step 8.** We conclude that there is sufficient sample evidence to support the claim that among babies born to couples using the XSORT method, the proportion of girls is greater than 0.5. It does appear that the XSORT method is effective.

Confidence Interval Method

The claim of \( p > 0.5 \) can be tested with a 0.05 significance level by constructing a 90% confidence interval (as shown in Table 8-2 on page 406). (In general, for *two-tailed* hypothesis tests construct a confidence interval with a confidence level corresponding to the significance level, but for *one-tailed* hypothesis tests use a confidence level corresponding to twice the significance level, as in Table 8-2.)

The 90% confidence interval estimate of the population proportion \( p \) is found using the sample data consisting of \( n = 726 \) and \( \hat{p} = 668/726 = 0.920 \). Using the methods of Section 7-2 we get: \( 0.904 < p < 0.937 \). That entire interval is above 0.5. Because we are 90% confident that the limits of 0.904 and 0.937 contain the true value of \( p \), we have sufficient evidence to support the claim that \( p > 0.5 \), so the conclusion is the same as with the \( P \)-value method and the traditional method.

**CAUTION**

When testing claims about a population proportion, the traditional method and the \( P \)-value method are equivalent in the sense that they always yield the same results, but the confidence interval method is not equivalent to them and may result in a different conclusion. (Both the traditional method and \( P \)-value method use the same standard deviation based on the *claimed proportion* \( p \), but the confidence interval uses an estimated standard deviation based on the *sample proportion* \( \hat{p} \).) Here is a good strategy: Use a confidence interval to *estimate* a population proportion, but use the \( P \)-value method or traditional method for *testing a claim* about a proportion.
Finding the Number of Successes $x$

Computer software and calculators designed for hypothesis tests of proportions usually require input consisting of the sample size $n$ and the number of successes $x$, but the sample proportion is often given instead of $x$. The number of successes $x$ can be found as illustrated in Example 2. Note that $x$ must be rounded to the nearest whole number.

**Example 2** Finding the Number of Successes $x$

A study addressed the issue of whether pregnant women can correctly guess the sex of their baby. Among 104 recruited subjects, 55% correctly guessed the sex of the baby (based on data from “Are Women Carrying ‘Basketballs’ Really Having Boys? Testing Pregnancy Folklore,” by Perry, DiPietro, and Constigan, *Birth*, Vol. 26, No. 3). How many of the 104 women made correct guesses?

**Solution**

The number of women who made correct guesses is 55% of 104, or $0.55 \times 104 = 57.2$. The product $0.55 \times 104$ is 57.2, but the number of women who guessed correctly must be a whole number, so we round the product to the nearest whole number of 57.

Although a media report about this study used “55%,” the more precise percentage of 54.8% is obtained by using the actual number of correct guesses (57) and the sample size (104). When conducting the hypothesis test, better results can be obtained by using the sample proportion of 0.548 (instead of 0.55).

**Example 3** Can a Pregnant Woman Predict the Sex of Her Baby?

Example 2 referred to a study in which 57 out of 104 pregnant women correctly guessed the sex of their babies. Use these sample data to test the claim that the success rate of such guesses is no different from the 50% success rate expected with random chance guesses. Use a 0.05 significance level.

**Solution**

**Requirement Check** (1) Given that the subjects were recruited and given the other conditions described in the study, it is reasonable to treat the sample as a simple random sample. (2) There is a fixed number (104) of independent trials with two categories (the mother correctly guessed the sex of her baby or did not). (3) The requirements $np \geq 5$ and $nq \geq 5$ are both satisfied with $n = 104$, $p = 0.5$, and $q = 0.5$. We get $np = (104)(0.5) = 52 \geq 5$ and $nq = (104)(0.5) = 52 \geq 5$. The three requirements are all satisfied.

We proceed to conduct the hypothesis test using the $P$-value method summarized in Figure 8-8.

**Step 1:** The original claim is that the success rate is no different from 50%. We express this in symbolic form as $p = 0.50$.

**Step 2:** The opposite of the original claim is $p \neq 0.50$.

**Step 3:** Because $p \neq 0.50$ does not contain equality, it becomes $H_1$. We get

- $H_0$: $p = 0.50$ (null hypothesis and original claim)
- $H_1$: $p \neq 0.50$ (alternative hypothesis)

**Step 4:** The significance level is $\alpha = 0.05$.  
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Step 5: Because the claim involves the proportion \( p \), the statistic relevant to this test is the sample proportion \( \hat{p} \), and the sampling distribution of sample proportions can be approximated by the normal distribution.

Step 6: The test statistic \( z = 0.98 \) is calculated as follows:

\[
   z = \frac{\hat{p} - p}{\sqrt{\frac{pq}{n}}} = \frac{0.57 - 0.50}{\sqrt{\frac{(0.50)(0.50)}{104}}} = 0.98
\]

Refer to Figure 8-5 for the procedure for finding the \( P \)-value. Figure 8-5 shows that for this two-tailed test with the test statistic located to the right of the center (because \( z = 0.98 \) is positive), the \( P \)-value is twice the area to the right of the test statistic. Using Table A-2, we see that \( z = 0.98 \) has an area of 0.8365 to its left. So the area to the right of \( z = 0.98 \) is \( 1 - 0.8365 = 0.1635 \), which we double to get 0.3270. (Technology provides a more accurate \( P \)-value of 0.3268.)

Step 7: Because the \( P \)-value of 0.3270 is greater than the significance level of 0.05, we fail to reject the null hypothesis.

**INTERPRETATION**

Methods of hypothesis testing never allow us to support a claim of equality, so we cannot conclude that pregnant women have a success rate equal to 50% when they guess the sex of their babies. Here is the correct conclusion: There is not sufficient evidence to warrant rejection of the claim that women who guess the sex of their babies have a success rate equal to 50%.

**Traditional Method:** If we were to repeat Example 3 using the traditional method of testing hypotheses, we would see that in Step 6, the critical values are found to be \( z = -1.96 \) and \( z = 1.96 \). In Step 7, we would fail to reject the null hypothesis because the test statistic of \( z = 0.98 \) would not fall within the critical region. We would reach the same conclusion given in Example 3.

**Confidence Interval Method:** If we were to repeat the preceding example using the confidence interval method, we would obtain this 95% confidence interval: \( 0.452 < p < 0.644 \). Because the confidence interval limits do contain the value of 0.5, the success rate could be 50%, so there is not sufficient evidence to reject the 50% rate. In this case, the \( P \)-value method, traditional method, and confidence interval method all lead to the same conclusion.

**Part 2: Exact Method for Testing Claims about a Population Proportion \( p \)**

Instead of using the normal distribution as an approximation to the binomial distribution, we can get exact results by using the binomial probability distribution itself. Binomial probabilities are a nuisance to calculate manually, but technology makes this approach quite simple. Also, this exact approach does not require that \( np \geq 5 \) and \( nq \geq 5 \), so we have a method that applies when that requirement is not satisfied.

To test hypotheses using the exact binomial distribution, use the binomial probability distribution with the \( P \)-value method, use the value of \( p \) assumed in the null hypothesis, and find \( P \)-values as follows:

- **Left-tailed test:** The \( P \)-value is the probability of getting \( x \) or fewer successes among the \( n \) trials.
- **Right-tailed test:** The \( P \)-value is the probability of getting \( x \) or more successes among the \( n \) trials.

**Process of Drug Approval**

Gaining FDA approval for a new drug is expensive and time consuming. Here are the different stages of getting approval for a new drug:

- **Phase I study:** The safety of the drug is tested with a small (20–100) group of volunteers.
- **Phase II:** The drug is tested for effectiveness in randomized trials involving a larger (100–300) group of subjects. This phase often has subjects randomly assigned to either a treatment group or a placebo group.
- **Phase III:** The goal is to better understand the effectiveness of the drug as well as its adverse reactions. This phase typically involves 1,000–3,000 subjects, and it might require several years of testing.

Lisa Gibbs wrote in *Money* magazine that “the (drug) industry points out that for every 5,000 treatments tested, only 5 make it to clinical trials and only 1 ends up in drugstores.” Total cost estimates vary from a low of $40 million to as much as $1.5 billion.
Two-tailed test: If \( \hat{p} > p \), the \( P \)-value is twice the probability of getting \( x \) or more successes; if \( \hat{p} < p \), the \( P \)-value is twice the probability of getting \( x \) or fewer successes.

**Using the Exact Method** Repeat Example 3 using exact binomial probabilities instead of the normal distribution. That is, test the claim that when pregnant women guess the sex of their babies, they have a 50% success rate. Use the sample data consisting of 104 guesses, of which 57 are correct. Use a 0.05 significance level.

**Requirement Check** We need to check only the first two requirements listed near the beginning of this section, but those requirements were checked in Example 3, so we can proceed with the solution. Thus, we have:

As in Example 3, the null and alternative hypotheses are as follows:

\[ H_0: p = 0.50 \quad \text{null hypothesis and original claim} \]
\[ H_1: p \neq 0.50 \quad \text{alternative hypothesis} \]

Instead of calculating the test statistic and \( P \)-value as in Example 3, we use technology to find probabilities in a binomial distribution with \( p = 0.50 \). Because this is a two-tailed test with \( \hat{p} > p \) (or \( 57/104 > 0.50 \)), the \( P \)-value is **twice** the probability of getting 57 or more successes among 104 trials, assuming that \( p = 0.50 \). See the accompanying STATDISK display of exact probabilities from the binomial distribution. This STATDISK display shows that the probability of 57 or more successes is 0.1887920, so the \( P \)-value is \( 2 \times 0.1887920 = 0.377584 \). The \( P \)-value of 0.377584 is high (greater than 0.05), which shows that the 57 correct guesses in 104 trials can be easily explained by chance. Because the \( P \)-value is greater than the significance level of 0.05, fail to reject the null hypothesis and reach the same conclusion obtained in Example 3.

**STATDISK**

<table>
<thead>
<tr>
<th>Num Trials, n:</th>
<th>104</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success Prob, p:</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Mean:** 52.0000  
**St Dev:** 5.0990  
**Variance:** 26.0000

<table>
<thead>
<tr>
<th>( x )</th>
<th>( P(x) )</th>
<th>( P(x \text{ or fewer}) )</th>
<th>( P(x \text{ or greater}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>0.0790512</td>
<td>0.5390256</td>
<td>0.5390256</td>
</tr>
<tr>
<td>53</td>
<td>0.0765795</td>
<td>0.615041</td>
<td>0.4609584</td>
</tr>
<tr>
<td>54</td>
<td>0.0723241</td>
<td>0.6879282</td>
<td>0.312078</td>
</tr>
<tr>
<td>55</td>
<td>0.0657492</td>
<td>0.7536775</td>
<td>0.2463225</td>
</tr>
<tr>
<td>56</td>
<td>0.057306</td>
<td>0.8112080</td>
<td>0.1887920</td>
</tr>
<tr>
<td>57</td>
<td>0.0484468</td>
<td>0.8596648</td>
<td>0.1403452</td>
</tr>
<tr>
<td>58</td>
<td>0.0392586</td>
<td>0.8989124</td>
<td>0.1010866</td>
</tr>
<tr>
<td>59</td>
<td>0.0306084</td>
<td>0.9295219</td>
<td>0.0704781</td>
</tr>
<tr>
<td>60</td>
<td>0.0229563</td>
<td>0.9524782</td>
<td>0.0475218</td>
</tr>
<tr>
<td>61</td>
<td>0.0186586</td>
<td>0.9690388</td>
<td>0.0309832</td>
</tr>
<tr>
<td>62</td>
<td>0.0114842</td>
<td>0.9805210</td>
<td>0.0204739</td>
</tr>
<tr>
<td>63</td>
<td>0.0078561</td>
<td>0.9881772</td>
<td>0.0114790</td>
</tr>
<tr>
<td>64</td>
<td>0.0040047</td>
<td>0.9929819</td>
<td>0.0070185</td>
</tr>
</tbody>
</table>
In Example 3, we obtained a $P$-value of 0.3270, but the exact method of Example 4 provides a more accurate $P$-value of 0.377584. The normal approximation to the binomial distribution is usually taught in introductory statistics courses, but technology is changing the way statistical methods are used. The time may come when the exact method eliminates the need for the normal approximation to the binomial distribution for testing claims about population proportions.

**Rationale for the Test Statistic:** The test statistic used in Part 1 of this section is justified by noting that when using the normal distribution to approximate a binomial distribution, we use $\mu = np$ and $\sigma = \sqrt{npq}$ to get

$$z = \frac{x - \mu}{\sigma} = \frac{x - np}{\sqrt{npq}}$$

We used the above expression in Section 6-6 along with a correction for continuity, but when testing claims about a population proportion, we make two modifications. First, we don’t use the correction for continuity because its effect is usually very small for the large samples we are considering. Second, instead of using the above expression to find the test statistic, we use an equivalent expression obtained by dividing the numerator and denominator by $n$, and we replace $x/n$ by the symbol $\hat{p}$ to get the test statistic we are using. The end result is that the test statistic is simply the same standard score (from Section 3-4) of $z = (x - \mu)/\sigma$, but modified for the binomial notation.

**STATDISK** Select Analysis, Hypothesis Testing, Proportion-One Sample, then enter the data in the dialog box. See the accompanying display for Example 3 in this section.

**STATDISK**

![STATDISK Display](image)

**MINITAB** Select Stat, Basic Statistics, 1 Proportion, then click on the button for “Summarized data.” Enter the sample size and number of successes, then click on Options and enter the data in the dialog box. For the confidence level, enter the complement of the significance level. (Enter 95.0 for a significance level of 0.05.) For the “test proportion” value, enter the proportion used in the null hypothesis. For “alternative,” select the format used for the alternative hypothesis. Instead of using a normal approximation, Minitab’s default procedure is to determine the $P$-value by using an exact method that is often the same as the one described in Part 2 of this section. (If the test is two-tailed and the assumed value of $p$ is not 0.5, Minitab’s exact method is different from the one described in Part 2 of this section.) To use the normal approximation method presented in Part 1 of this section, click on the Options button and then click on the box with this statement: “Use test and interval based on normal distribution.”

In Minitab 16, you can also click on Assistant, then Hypothesis Tests, then select the case for 1-Sample % Defective. Fill out the dialog box, then click OK to get three windows of results that include the $P$-value and much other helpful information.

**EXCEL** First enter the number of successes in cell A1, and enter the total number of trials in cell B1. Use the Data Desk XL add-in. (If using Excel 2010 or Excel 2007, first click on Add-Ins.) Click on DDXL, then select Hypothesis Tests. Under the function type options, select Summ 1 Var Prop Test (for testing a claimed proportion using summary data for one variable). Click on the pencil icon for “Num successes” and enter !A1. Click on the pencil icon for “Num trials” and enter !B1. Click OK. Follow the four steps listed in the dialog box. After clicking on Compute in Step 4, you will get the $P$-value, test statistic, and conclusion.

**TI-83/84 PLUS** Press STAT, select TESTS, and then select 1-PropZTest. Enter the claimed value of the population proportion for $p_0$, then enter the values for $x$ and $n$, and then select the type of test. Highlight Calculate, then press the ENTER key.
8-3 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Sample Proportion** In a Harris poll, adults were asked if they are in favor of abolishing the penny. Among the responses, 1261 answered “no,” 491 answered “yes,” and 384 had no opinion. What is the sample proportion of yes responses, and what notation is used to represent it?

2. **Online Poll** America Online conducted a survey in which Internet users were asked to respond to this question: Do you want to live to be 100? Among 5266 responses, 3042 were responses of “yes.” Is it valid to use these sample results for testing the claim that the majority of the general population wants to live to be 100? Why or why not?

3. **Interpreting P-Value** In 280 trials with professional touch therapists, correct responses to a question were obtained 123 times. The P-value of 0.979 is obtained when testing the claim that \( p > 0.5 \) (the proportion of correct responses is greater than the proportion of 0.5 that would be expected with random chance). What is the value of the sample proportion? Based on the P-value of 0.979, what should we conclude about the claim that \( p > 0.5 \)?

4. **Notation and P-Value**
   a. Refer to Exercise 3 and distinguish between the value of \( p \) and the P-value.
   b. We previously stated that we can easily remember how to interpret P-values with this: “If the \( P \) is low, the null must go. If the \( P \) is high, the null will fly.” What does this mean?

In Exercises 5–8, identify the indicated values or interpret the given display. Use the normal distribution as an approximation to the binomial distribution (as described in Part 1 of this section).

5. **College Applications Online** A recent study showed that 53% of college applications were submitted online (based on data from the National Association of College Admissions Counseling). Assume that this result is based on a simple random sample of 1000 college applications, with 530 submitted online. Use a 0.01 significance level to test the claim that among all college applications the percentage submitted online is equal to 50%.
   a. What is the test statistic?
   b. What are the critical values?
   c. What is the P-value?
   d. What is the conclusion?
   e. Can a hypothesis test be used to “prove” that the percentage of college applications submitted online is equal to 50%, as claimed?

6. **Driving and Texting** In a survey, 1864 out of 2246 randomly selected adults in the United States said that texting while driving should be illegal (based on data from Zogby International). Consider a hypothesis test that uses a 0.05 significance level to test the claim that more than 80% of adults believe that texting while driving should be illegal.
   a. What is the test statistic?
   b. What is the critical value?
   c. What is the P-value?
   d. What is the conclusion?

7. **Driving and Cell Phones** In a survey, 1640 out of 2246 randomly selected adults in the United States said that they use cell phones while driving (based on data from Zogby International). When testing the claim that the proportion of adults who use cell phones while driving is equal to 75%, the TI-83/84 Plus calculator display on the top of the next page is obtained. Use the results from the display with a 0.05 significance level to test the stated claim.
8. Percentage of Arrests
A survey of 750 people aged 14 or older showed that 35 of them were arrested within the last year (based on FBI data). Minitab was used to test the claim that fewer than 5% of people aged 14 or older were arrested within the last year. Use the results from the Minitab display and use a 0.01 significance level to test the stated claim.

MINITAB

Testing Claims About Proportions. In Exercises 9–32, test the given claim. Identify the null hypothesis, alternative hypothesis, test statistic, P-value or critical value(s), conclusion about the null hypothesis, and final conclusion that addresses the original claim. Use the P-value method unless your instructor specifies otherwise. Use the normal distribution as an approximation to the binomial distribution (as described in Part 1 of this section).

9. Reporting Income
In a Pew Research Center poll of 745 randomly selected adults, 589 said that it is morally wrong to not report all income on tax returns. Use a 0.01 significance level to test the claim that 75% of adults say that it is morally wrong to not report all income on tax returns.

10. Voting for the Winner
In a presidential election, 308 out of 611 voters surveyed said that they voted for the candidate who won (based on data from ICR Survey Research Group). Use a 0.01 significance level to test the claim that among all voters, the percentage who believe that they voted for the winning candidate is equal to 43%, which is the actual percentage of votes for the winning candidate. What does the result suggest about voter perceptions?

11. Tennis Instant Replay
The Hawk-Eye electronic system is used in tennis for displaying an instant replay that shows whether a ball is in bounds or out of bounds. In the first U.S. Open that used the Hawk-Eye system, players could challenge calls made by referees. The Hawk-Eye system was then used to confirm or overturn the referee’s call. Players made 839 challenges, and 327 of those challenges were successful with the call overturned (based on data reported in USA Today). Use a 0.01 significance level to test the claim that the proportion of challenges that are successful is greater than 1/3. What do the results suggest about the quality of the calls made by the referees?

12. Screening for Marijuana Usage
The company Drug Test Success provides a “1-Panel-THC” test for marijuana usage. Among 300 tested subjects, results from 27 subjects were wrong (either a false positive or a false negative). Use a 0.05 significance level to test the claim that less than 10% of the test results are wrong. Does the test appear to be good for most purposes?

13. Clinical Trial of Tamiflu
Clinical trials involved treating flu patients with Tamiflu, which is a medicine intended to attack the influenza virus and stop it from causing flu symptoms. Among 724 patients treated with Tamiflu, 72 experienced nausea as an adverse reaction. Use a 0.05 significance level to test the claim that the rate of nausea is greater than the 6% rate experienced by flu patients given a placebo. Does nausea appear to be a concern for those given the Tamiflu treatment?
14. Postponing Death  An interesting and popular hypothesis is that individuals can temporarily postpone their death to survive a major holiday or important event such as a birthday. In a study of this phenomenon, it was found that there were 6062 deaths in the week before Thanksgiving, and 5938 deaths the week after Thanksgiving (based on data from “Holidays, Birthdays, and Postponement of Cancer Death,” by Young and Hade, Journal of the American Medical Association, Vol. 292, No. 24). If people can postpone their deaths until after Thanksgiving, then the proportion of deaths in the week before should be less than 0.5. Use a 0.05 significance level to test the claim that the proportion of deaths in the week before Thanksgiving is less than 0.5. Based on the result, does there appear to be any indication that people can temporarily postpone their death to survive the Thanksgiving holiday?

15. Cell Phones and Cancer  In a study of 420,095 Danish cell phone users, 135 subjects developed cancer of the brain or nervous system (based on data from the Journal of the National Cancer Institute as reported in USA Today). Test the claim of a once popular belief that such cancers are affected by cell phone use. That is, test the claim that cell phone users develop cancer of the brain or nervous system at a rate that is different from the rate of 0.0340% for people who do not use cell phones. Because this issue has such great importance, use a 0.005 significance level. Should cell phone users be concerned about cancer of the brain or nervous system?

16. Predicting Sex of Baby  Example 3 in this section included a hypothesis test involving pregnant women and their ability to predict the sex of their babies. In the same study, 45 of the pregnant women had more than 12 years of education, and 32 of them made correct predictions. Use these results to test the claim that women with more than 12 years of education have a proportion of correct predictions that is greater than the 0.5 proportion expected with random guesses. Use a 0.01 significance level. Do these women appear to have an ability to correctly predict the sex of their babies?

17. Cheating Gas Pumps  When testing gas pumps in Michigan for accuracy, fuel-quality enforcement specialists tested pumps and found that 1299 of them were not pumping accurately (within 3.3 oz when 5 gal is pumped), and 5686 pumps were accurate. Use a 0.01 significance level to test the claim of an industry representative that less than 20% of Michigan gas pumps are inaccurate. From the perspective of the consumer, does that rate appear to be low enough?

18. Gender Selection for Boys  The Genetics and IVF Institute conducted a clinical trial of the YSORT method designed to increase the probability that a baby is a boy. As of this writing, among the babies born to parents using the YSORT method, 172 were boys and 39 were girls. Use the sample data with a 0.01 significance level to test the claim that with this method, the probability of a baby being a boy is greater than 0.5. Does the YSORT method of gender selection appear to work?

19. Lie Detectors  Trials in an experiment with a polygraph include 98 results that include 24 cases of wrong results and 74 cases of correct results (based on data from experiments conducted by researchers Charles R. Honts of Boise State University and Gordon H. Barland of the Department of Defense Polygraph Institute). Use a 0.05 significance level to test the claim that such polygraph results are correct less than 80% of the time. Based on the results, should polygraph test results be prohibited as evidence in trials?

20. Stem Cell Survey  Adults were randomly selected for a Newsweek poll. They were asked if they “favor or oppose using federal tax dollars to fund medical research using stem cells obtained from human embryos.” Of those polled, 481 were in favor, 401 were opposed, and 120 were unsure. A politician claims that people don’t really understand the stem cell issue and their responses to such questions are random responses equivalent to a coin toss. Exclude the 120 subjects who said that they were unsure, and use a 0.01 significance level to test the claim that the proportion of subjects who respond in favor is equal to 0.5. What does the result suggest about the politician’s claim?

21. Nielsen Share  A recently televised broadcast of 60 Minutes had a 15 share, meaning that among 5000 monitored households with TV sets in use, 15% of them were tuned to 60 Minutes.
Use a 0.01 significance level to test the claim of an advertiser that among the households with TV sets in use, less than 20% were tuned to *60 Minutes*.

**22. New Sheriff in Town** In recent years, the Town of Newport experienced an arrest rate of 25% for robberies (based on FBI data). The new sheriff compiles records showing that among 30 recent robberies, the arrest rate is 30%, so she claims that her arrest rate is greater than the 25% rate in the past. Is there sufficient evidence to support her claim that the arrest rate is greater than 25%?

**23. Job Interview Mistakes** In an Accountemps survey of 150 senior executives, 47.3% said that the most common job interview mistake is to have little or no knowledge of the company. Test the claim that in the population of all senior executives, 50% say that the most common job interview mistake is to have little or no knowledge of the company. What important lesson is learned from this survey?

**24. Smoking and College Education** A survey showed that among 785 randomly selected subjects who completed four years of college, 18.3% smoke and 81.7% do not smoke (based on data from the American Medical Association). Use a 0.01 significance level to test the claim that the rate of smoking among those with four years of college is less than the 27% rate for the general population. Why would college graduates smoke at a lower rate than others?

**25. Internet Use** When 3011 adults were surveyed in a Pew Research Center poll, 73% said that they use the Internet. Is it okay for a newspaper reporter to write that “3/4 of all adults use the Internet”? Why or why not?

**26. Global Warming** As part of a Pew Research Center poll, subjects were asked if there is solid evidence that the earth is getting warmer. Among 1501 respondents, 20% said that there is not such evidence. Use a 0.01 significance level to test the claim that less than 25% of the population believes that there is not solid evidence that the earth is getting warmer. What is a possible consequence of a situation in which too many people incorrectly believe that there is not evidence of global warming during a time when global warming is occurring?

**27. Predicting Sex of Baby** Example 3 in this section included a hypothesis test involving pregnant women and their ability to correctly predict the sex of their baby. In the same study, 59 of the pregnant women had 12 years of education or less, and it was reported that 43% of them correctly predicted the sex of their baby. Use a 0.05 significance level to test the claim that these women have no ability to predict the sex of their baby, and the results are not significantly different from those that would be expected with random guesses. What do you conclude?

**28. Bias in Jury Selection** In the case of *Casteneda v. Partida*, it was found that during a period of 11 years in Hidalgo County, Texas, 870 people were selected for grand jury duty, and 39% of them were Americans of Mexican ancestry. Among the people eligible for grand jury duty, 79.1% were Americans of Mexican ancestry. Use a 0.01 significance level to test the claim that the selection process is biased against Americans of Mexican ancestry. Does the jury selection system appear to be fair?

**29. Scream** A survey of 61,647 people included several questions about office relationships. Of the respondents, 26% reported that bosses scream at employees. Use a 0.05 significance level to test the claim that more than 1/4 of people say that bosses scream at employees. How is the conclusion affected after learning that the survey is an *Elle/MSNBC.COM* survey in which Internet users chose whether to respond?

**30. Is Nessie Real?** This question was posted on the America Online Web site: Do you believe the Loch Ness monster exists? Among 21,346 responses, 64% were “yes.” Use a 0.01 significance level to test the claim that most people believe that the Loch Ness monster exists. How is the conclusion affected by the fact that Internet users who saw the question could decide whether to respond?

**31. Finding a Job Through Networking** In a survey of 703 randomly selected workers, 61% got their jobs through networking (based on data from Taylor Nelson Sofres Research).
Use the sample data with a 0.05 significance level to test the claim that most (more than 50%) workers get their jobs through networking. What does the result suggest about the strategy for finding a job after graduation?

32. Mendel's Genetics Experiments When Gregor Mendel conducted his famous hybridization experiments with peas, one such experiment resulted in 580 offspring peas, with 26.2% of them having yellow pods. According to Mendel's theory, 1/4 of the offspring peas should have yellow pods. Use a 0.05 significance level to test the claim that the proportion of peas with yellow pods is equal to 1/4.

Large Data Sets. In Exercises 33–36, use the Data Set from Appendix B to test the given claim.

33. M&Ms Refer to Data Set 18 in Appendix B and find the sample proportion of M&Ms that are red. Use that result to test the claim of Mars, Inc., that 20% of its plain M&M candies are red.

34. Freshman 15 Data Set 3 in Appendix B includes results from a study described in “Changes in Body Weight and Fat Mass of Men and Women in the First Year of College: A Study of the ‘Freshman 15,’” by Hoffman, Policastro, Quick, and Lee, Journal of American College Health, Vol. 55, No. 1. Refer to that data set and find the proportion of men included in the study. Use a 0.05 significance level to test the claim that when subjects were selected for the study, they were selected from a population in which the percentage of males is equal to 50%.

35. Bears Refer to Data Set 6 in Appendix B and find the proportion of male bears included in the study. Use a 0.05 significance level to test the claim that when the bears were selected, they were selected from a population in which the percentage of males is equal to 50%.

36. Movies According to the Information Please almanac, the percentage of movies with ratings of R has been 55% during a recent period of 33 years. Refer to Data Set 9 in Appendix B and find the proportion of movies with ratings of R. Use a 0.01 significance level to test the claim that the movies in Data Set 9 are from a population in which 55% of the movies have R ratings.

8-3 Beyond the Basics

37. Exact Method Repeat Exercise 36 using the exact method with the binomial distribution, as described in Part 2 of this section.

38. Using Confidence Intervals to Test Hypotheses When analyzing the last digits of telephone numbers in Port Jefferson, it is found that among 1000 randomly selected digits, 119 are zeros. If the digits are randomly selected, the proportion of zeros should be 0.1.

a. Use the traditional method with a 0.05 significance level to test the claim that the proportion of zeros equals 0.1.

b. Use the P-value method with a 0.05 significance level to test the claim that the proportion of zeros equals 0.1.

c. Use the sample data to construct a 95% confidence interval estimate of the proportion of zeros. What does the confidence interval suggest about the claim that the proportion of zeros equals 0.1?

d. Compare the results from the traditional method, the P-value method, and the confidence interval method. Do they all lead to the same conclusion?

39. Coping with No Successes In a simple random sample of 50 plain M&M candies, it is found that none of them are blue. We want to use a 0.01 significance level to test the claim of Mars, Inc., that the proportion of M&M candies that are blue is equal to 0.10. Can the methods of this section be used? If so, test the claim. If not, explain why not.
40. **Power** For a hypothesis test with a specified significance level $\alpha$, the probability of a type I error is $\alpha$, whereas the probability $\beta$ of a type II error depends on the particular value of $p$ that is used as an alternative to the null hypothesis.

**a.** Using an alternative hypothesis of $p < 0.4$, a sample size of $n = 50$, and assuming that the true value of $p$ is $0.25$, find the power of the test. See Exercise 47 in Section 8-2. (*Hint:* Use the values $p = 0.25$ and $pq/n = (0.25)(0.75)/50$.)

**b.** Find the value of $\beta$, the probability of making a type II error.

**c.** Given the conditions cited in part (a), what do the results indicate about the effectiveness of the hypothesis test?

---

**Testing a Claim About a Mean: $\sigma$ Known**

**Key Concept** In this section we discuss hypothesis testing methods for claims made about a population mean, assuming that the population standard deviation is a known value. The following section presents methods for testing a claim about a mean when $\sigma$ is not known. Here we use the normal distribution with the same components of hypothesis tests that were introduced in Section 8-2.

The requirements, test statistic, critical values, and $P$-value are summarized as follows:

**Testing Claims About a Population Mean (with $\sigma$ Known)**

**Objective**
Test a claim about a population mean (with $\sigma$ known) by using a formal method of hypothesis testing.

**Notation**
- $n = \text{sample size}$
- $\bar{x} = \text{sample mean}$
- $\mu_\bar{x} = \text{population mean of all sample means from samples of size} \ n$ (this value is based on the claim and is used in the null hypothesis)
- $\sigma = \text{known value of the population standard deviation}$

**Requirements**

1. The sample is a simple random sample.
2. The value of the population standard deviation $\sigma$ is known.
3. Either or both of these conditions is satisfied:
   - The population is normally distributed or $n > 30$.

**Test Statistic for Testing a Claim About a Mean (with $\sigma$ Known)**

$$z = \frac{\bar{x} - \mu_\bar{x}}{\sigma/\sqrt{n}}$$

**P-values:**
Use the standard normal distribution (Table A-2) and refer to Figure 8-5.

**Critical values:**
Use the standard normal distribution (Table A-2).


Commercials

Television networks have their own clearance departments for screening commercials and verifying claims. The National Advertising Division, a branch of the Council of Better Business Bureaus, investigates advertising claims. The Federal Trade Commission and local district attorneys also become involved. In the past, Firestone had to drop a claim that its tires resulted in 25% faster stops, and Warner Lambert had to spend $10 million informing customers that Listerine doesn’t prevent or cure colds. Many deceptive ads are voluntarily dropped, and many others escape scrutiny simply because the regulatory mechanisms can’t keep up with the flood of commercials.

Knowledge of σ The listed requirements include knowledge of the population standard deviation $\sigma$, but Section 8-5 presents methods for testing claims about a mean when $\sigma$ is not known. In reality, the value of $\sigma$ is usually unknown, so the methods of Section 8-5 are used much more often than the methods of this section.

Normality Requirement The requirements include the property that either the population is normally distributed or $n > 30$. If $n \leq 30$, we can consider the normality requirement to be satisfied if there are no outliers and if a histogram of the sample data is not dramatically different from being bell-shaped. (The methods of this section are robust against departures from normality, which means that these methods are not strongly affected by departures from normality, provided that those departures are not too extreme.) However, the methods of this section often yield very poor results from samples that are not simple random samples.

Sample Size Requirement The normal distribution is used as the distribution of sample means. If the original population is not itself normally distributed, we use the condition for justifying use of the normal distribution, but there is no specific minimum sample size that works for all cases. Sample sizes of 15 to 30 are sufficient if the population has a distribution that is not far from normal, but some other populations have distributions that are extremely far from normal and sample sizes greater than 30 might be necessary. In this book we use the simplified criterion of $n > 30$ as justification for treating the distribution of sample means as a normal distribution.

Overloading Boats: $P$-Value Method People have died in boat accidents because an obsolete estimate of the mean weight of men was used. Using the weights of the simple random sample of men from Data Set 1 in Appendix B, we obtain these sample statistics: $n = 40$ and $\bar{x} = 172.55$ lb. Research from several other sources suggests that the population of weights of men has a standard deviation given by $\sigma = 26$ lb. Use these results to test the claim that men have a mean weight greater than 166.3 lb, which was the weight in the National Transportation and Safety Board’s recommendation M-04-04. Use a 0.05 significance level, and use the $P$-value method outlined in Figure 8-8.

SOLUTION REQUIREMENT CHECK (1) The sample is a simple random sample. (2) The value of $\sigma$ is known (26 lb). (3) The sample size is $n = 40$, which is greater than 30. The requirements are satisfied.

We follow the $P$-value procedure summarized in Figure 8-8.

Step 1: The claim that men have a mean weight greater than 166.3 lb is expressed in symbolic form as $\mu > 166.3$ lb.

Step 2: The alternative (in symbolic form) to the original claim is $\mu \leq 166.3$ lb.

Step 3: Because the statement $\mu > 166.3$ lb does not contain the condition of equality, it becomes the alternative hypothesis. The null hypothesis is the statement that $\mu = 166.3$ lb. (See Figure 8-2 for the procedure used to identify the null hypothesis $H_0$ and the alternative hypothesis $H_1$.)

$H_0: \mu = 166.3$ lb (null hypothesis)

$H_1: \mu > 166.3$ lb (alternative hypothesis and original claim)
Step 4: As specified in the statement of the problem, the significance level is \( \alpha = 0.05 \).

Step 5: Because the claim is made about the population mean \( \mu \), the sample statistic most relevant to this test is the sample mean \( \bar{x} = 172.55 \) lb. Because \( \sigma \) is assumed to be known (26 lb) and the sample size is greater than 30, the central limit theorem indicates that the distribution of sample means can be approximated by a normal distribution.

Step 6: The test statistic is calculated as follows:

\[
z = \frac{\bar{x} - \mu}{\frac{\sigma}{\sqrt{n}}} = \frac{172.55 - 166.3}{\frac{26}{\sqrt{40}}} = 1.52
\]

Using this test statistic of \( z = 1.52 \), we now proceed to find the \( P \)-value. See Figure 8-5 for the flowchart summarizing the procedure for finding \( P \)-values. This is a right-tailed test, so the \( P \)-value is the area to the right of \( z = 1.52 \), which is 0.0643. (Table A-2 shows that the area to the left of \( z = 1.52 \) is 0.9357, so the area to the right of \( z = 1.52 \) is \( 1 - 0.9357 = 0.0643 \).) The \( P \)-value is 0.0643, as shown in Figure 8-12. (Using technology, a more accurate \( P \)-value is 0.0642.)

Step 7: Because the \( P \)-value of 0.0643 is greater than the significance level of \( \alpha = 0.05 \), we fail to reject the null hypothesis.

**INTERPRETATION**

The \( P \)-value of 0.0643 tells us that if men have a mean weight given by \( \mu = 166.3 \) lb, there is a good chance (0.0643) of getting a sample mean of 172.55 lb. A sample mean such as 172.55 lb could easily occur by chance. There is not sufficient evidence to support a conclusion that the population mean is greater than 166.3 lb, as in the National Transportation and Safety Board’s recommendation.

Figure 8-12  \( P \)-Value Method: Testing the Claim that \( \mu > 166.3 \) lb

Figure 8-13  Traditional Method: Testing the Claim that \( \mu > 166.3 \) lb

**EXAMPLE 2  Overloading Boats: Traditional Method**

If the traditional method of testing hypotheses is used for Example 1, the first five steps would be the same. In Step 6 we find the critical value of \( z = 1.645 \) instead of finding the \( P \)-value. The critical value of \( z = 1.645 \) is the value separating an area of 0.05 (the significance level) in the right tail of the standard normal distribution (see Table A-2). We again fail to reject the null hypothesis because the test statistic of \( z = 1.52 \) does not fall in the critical region, as shown in Figure 8-13. The final conclusion is the same as in Example 1.
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Example 3: Overloading Boats: Confidence Interval Method

We can use a confidence interval for testing a claim about $\mu$ when $\sigma$ is known. For a one-tailed hypothesis test with a 0.05 significance level, we construct a 90% confidence interval (as summarized in Table 8-2 on page 406). If we use the sample data in Example 1 with $\sigma = 26$ lb, we can test the claim that $\mu > 166.3$ lb using the methods of Section 7-3 to construct this 90% confidence interval:

$$165.8 < \mu < 179.3$$

Because that confidence interval contains 166.3 lb, we cannot support a claim that $\mu$ is greater than 166.3 lb. See Figure 8-14, which illustrates this point: Because the confidence interval from 165.8 lb to 179.3 lb is likely to contain the true value of $\mu$, we cannot support a claim that the value of $\mu$ is greater than 166.3 lb. It is very possible that $\mu$ has a value that is at or below 166.3 lb.

![Figure 8-14 Confidence Interval Method: Testing the Claim that $\mu > 166.3$ lb](image)

In Section 8-3 we saw that when testing a claim about a population proportion, the traditional method and $P$-value method are equivalent, but the confidence interval method is somewhat different. When testing a claim about a population mean, there is no such difference, and all three methods are equivalent.

In the remainder of the text, we will apply methods of hypothesis testing to other circumstances. It is easy to become entangled in a complex web of steps without ever understanding the underlying rationale of hypothesis testing. The key to that understanding lies in the rare event rule for inferential statistics: If, under a given assumption, there is an exceptionally small probability of getting sample results at least as extreme as the results that were obtained, we conclude that the assumption is probably not correct. When testing a claim, we make an assumption (null hypothesis) of equality. We then compare the assumption and the sample results to form one of the following conclusions:

- If the sample results (or more extreme results) can easily occur when the assumption (null hypothesis) is true, we attribute the relatively small discrepancy between the assumption and the sample results to chance.
- If the sample results (or more extreme results) cannot easily occur when the assumption (null hypothesis) is true, we explain the relatively large discrepancy between the assumption and the sample results by concluding that the assumption is not true, so we reject the assumption.
If working with a list of the original sample values, first find the sample size, sample mean, and sample standard deviation by using the STATDISK procedure described in Section 3-2. After finding the values of \( n \), \( \bar{x} \), and \( s \), select the main menu bar item Analysis, then select Hypothesis Testing, followed by Mean-One Sample.

Minitab allows you to use either the summary statistics or a list of the original sample values. Select the menu items Stat, Basic Statistics, and 1-Sample z. Enter the summary statistics or the column containing the list of sample values. Also enter the value of \( \sigma \) in the “Standard Deviation” or “Sigma” box. Use the Options button to change the form of the alternative hypothesis.

Excel’s built-in ZTEST function is extremely tricky to use, because the generated \( P \)-value is not always the same standard \( P \)-value used by the rest of the world. Instead, use the Data Desk XL add-in that is a supplement to this book. First enter the sample data in column A. Select DDXL. (If using Excel 2010 or Excel 2007, click on Add-Ins and click on MINITAB DDXL. If using Excel 2003, click on EXCEL's MINITAB DDXL.) In DDXL, select Hypothesis Tests. Under the function type options, select 1 Var z Test. Click on the pencil icon and enter the range of data values, such as A1:A40 if you have 40 values listed in column A. Click on OK. Follow the four steps listed in the dialog box. After clicking on Compute in Step 4, you will get the \( P \)-value, test statistic, and conclusion.

If using a TI-83/84 Plus calculator, press Stat, then select TESTS and choose Z-Test. You can use the original data or the summary statistics (Stats) by providing the entries indicated in the window display. The first three items of the TI-83/84 Plus results will include the alternative hypothesis, the test statistic, and the \( P \)-value.

8-4 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. **Identifying Requirements** Data Set 4 in Appendix B lists the amounts of nicotine (in milligrams per cigarette) in 25 different king size cigarettes. If we want to use that sample to test the claim that all king size cigarettes have a mean of 1.5 mg of nicotine, identify the requirements that must be satisfied.

2. **Verifying Normality** Because the amounts of nicotine in king size cigarettes listed in Data Set 4 in Appendix B constitute a sample of size \( n = 25 \), we must satisfy the requirement that the population is normally distributed. How do we verify that a population is normally distributed?

3. **Confidence Interval** If you want to construct a confidence interval to be used for testing the claim that college students have a mean IQ score that is greater than 100, and you want the test conducted with a 0.01 significance level, what confidence level should be used for the confidence interval?

4. **Practical Significance** A hypothesis test that the Zone diet is effective (when used for one year) results in this conclusion: There is sufficient evidence to support the claim that the mean weight change is less than 0 (so there is a loss of weight). The sample of 40 subjects had a mean weight loss of 2.1 lb (based on data from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Reduction,” by Dansinger, et al., *Journal of the American Medical Association*, Vol. 293, No. 1). Does the weight loss of 2.1 pounds have statistical significance? Does the weight loss of 2.1 pounds have practical significance? Explain.

**Testing Hypotheses. In Exercises 5–18, test the given claim. Identify the null hypothesis, alternative hypothesis, test statistic, \( P \)-value or critical value(s), conclusion about the null hypothesis, and final conclusion that addresses the original claim. Use the \( P \)-value method unless your instructor specifies otherwise.**

5. **Wrist Breadth of Women** A jewelry designer claims that women have wrist breadths with a mean equal to 5 cm. A simple random sample of the wrist breadths of 40 women has a mean of 5.07 cm (based on Data Set 1 in Appendix B). Assume that the population
standard deviation is 0.33 cm. Use the accompanying TI-83/84 Plus display to test the designer’s claim.

### 6. Weights of Pennies
The U.S. Mint has a specification that pennies have a mean weight of 2.5 g. Assume that weights of pennies have a standard deviation of 0.0165 g and use the accompanying Minitab display to test the claim that the sample is from a population with a mean that is less than 2.5 g. These Minitab results were obtained using the 37 weights of post-1983 pennies listed in Data Set 20 in Appendix B.

| Test of $\mu = 2.5$ vs $< 2.5$. Assumed s.d. = 0.0165 |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| **N** | **Mean** | **StDev** | **Bound** | **Z** | **P** |
| 37 | 2.49910 | 0.01648 | 2.50356 | -0.33 | 0.370 |

### 7. Writing a Hit Song
In the manual “How to Have a Number One the Easy Way,” by KLF Publications, it is stated that a song “must be no longer than three minutes and thirty seconds” (or 210 seconds). A simple random sample of 40 current hit songs results in a mean length of 252.5 sec. (The songs are by Timberlake, Furtado, Daughtry, Stefani, Fergie, Akon, Ludacris, etc.) Assume that the standard deviation of song lengths is 54.5 sec. Use a 0.05 significance level to test the claim that the sample is from a population of songs with a mean greater than 210 sec. What do these results suggest about the advice given in the manual?

### 8. Red Blood Cell Count
A simple random sample of 50 adults is obtained, and each person’s red blood cell count (in cells per microliter) is measured. The sample mean is 5.23. The population standard deviation for red blood cell counts is 0.54. Use a 0.01 significance level to test the claim that the sample is from a population with a mean less than 5.4, which is a value often used for the upper limit of the range of normal values. What do the results suggest about the sample group?

### 9. M&M Weights
A simple random sample of the weights of 19 green M&Ms has a mean of 0.8635 g (as in Data Set 18 in Appendix B). Assume that $\sigma$ is known to be 0.0565 g. Use a 0.05 significance level to test the claim that the mean weight of all green M&Ms is equal to 0.8535 g, which is the mean weight required so that M&Ms have the weight printed on the package label. Do green M&Ms appear to have weights consistent with the package label?

### 10. Human Body Temperature
Data Set 2 in Appendix B includes a sample of 106 body temperatures with a mean of 98.20°F. Assume that $\sigma$ is known to be 0.62°F. Use a 0.05 significance level to test the claim that the mean body temperature of the population is equal to 98.6°F, as is commonly believed. Is there sufficient evidence to conclude that the common belief is wrong?

### 11. Is the Diet Practical?
When 40 people used the Weight Watchers diet for one year, their mean weight loss was 3.0 lb (based on data from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Reduction,” by Dansinger, et al., *Journal of the American Medical Association*, Vol. 293, No. 1). Assume that the standard deviation of all such weight changes is $\sigma = 4.9$ lb and use a 0.01 significance level to test the claim that the mean weight loss is greater than 0. Based on these results, does the diet appear to be effective? Does the diet appear to have practical significance?

### 12. Loaded Die
When a fair die is rolled many times, the outcomes of 1, 2, 3, 4, 5, and 6 are equally likely, so the mean of the outcomes should be 3.5. The author drilled holes into a die and loaded it by inserting lead weights, then rolled it 16 times to obtain a mean of 2.9375.
Assume that the standard deviation of the outcomes is 1.7078, which is the standard deviation for a fair die. Use a 0.05 significance level to test the claim that outcomes from the loaded die have a mean different from the value of 3.5 expected with a fair die. Is there anything about the sample data suggesting that the methods of this section should not be used?

13. Sitting Height A student of the author measured the sitting heights of 36 male classmate friends, and she obtained a mean of 92.8 cm. The population of males has sitting heights with a mean of 91.4 cm and a standard deviation of 3.6 cm (based on anthropometric survey data from Gordon, Churchill, et al.). Use a 0.05 significance level to test the claim that males at her college have a mean sitting height different from 91.4 cm. Is there anything about the sample data suggesting that the methods of this section should not be used?

14. Weights of Bears The health of the bear population in Yellowstone National Park is monitored by periodic measurements taken from anesthetized bears. A sample of 54 bears has a mean weight of 182.9 lb. Assuming that $\sigma$ is known to be 121.8 lb, use a 0.05 significance level to test the claim that the population mean of all such bear weights is greater than 150 lb.

15. NCAA Football Coach Salaries A simple random sample of 40 salaries of NCAA football coaches in the NCAA has a mean of $415,953. The standard deviation of all salaries of NCAA football coaches is $463,364. Use a 0.05 significance level to test the claim that the mean salary of a football coach in the NCAA is less than $500,000.

16. Cans of Coke A simple random sample of 36 cans of regular Coke has a mean volume of 12.19 oz (based on Data Set 17 in Appendix B). Assume that the standard deviation of all cans of regular Coke is 0.11 oz. Use a 0.01 significance level to test the claim that cans of regular Coke have volumes with a mean of 12 oz, as stated on the label. If there is a difference, is it substantial?

17. Juiced Baseballs Tests of older baseballs showed that when dropped 24 ft onto a concrete surface, they bounced an average of 235.8 cm. In a test of 40 new baseballs, the bounce heights had a mean of 235.4 cm. Assume that the standard deviation of bounce heights is 4.5 cm (based on data from Brookhaven National Laboratory and USA Today). Use a 0.05 significance level to test the claim that the new baseballs have bounce heights with a mean different from 235.8 cm. Are the new baseballs different?

18. Garbage The totals of the individual weights of garbage discarded by 62 households in one week have a mean of 27.443 lb (based on Data Set 22 in Appendix B). Assume that the standard deviation of the weights is 12.458 lb. Use a 0.05 significance level to test the claim that the population of households has a mean less than 30 lb, which is the maximum amount that can be handled by the current waste removal system. Is there any cause for concern?

Using Raw Data. In Exercises 19 and 20, test the given claim. Identify the null hypothesis, alternative hypothesis, test statistic, P-value or critical value(s), conclusion about the null hypothesis, and final conclusion that addresses the original claim. Use the P-value method unless your instructor specifies otherwise.

19. FICO Credit Scores A simple random sample of FICO credit rating scores is obtained, and the scores are listed below. As of this writing, the mean FICO score was reported to be 678. Assuming the the standard deviation of all FICO scores is known to be 58.3, use a 0.05 significance level to test the claim that these sample FICO scores come from a population with a mean equal to 678.

714 751 664 789 818 779 698 836 753 834 693 802

20. California Speeding Listed below are recorded speeds (in mi/h) of randomly selected cars traveling on a section of Highway 405 in Los Angeles (based on data from Sigalert). That part of the highway has a posted speed limit of 65 mi/h. Assume that the standard deviation of speeds is 5.7 mi/h and use a 0.01 significance level to test the claim that the sample is from a population with a mean that is greater than 65 mi/h.

68 68 72 73 65 74 73 72 68 65 65 73 66 71 68 74 66 71 65 73 59 75 70 56 66 75 68 75 62 72 60 73 61 75 58 74 60 73 58 75
Large Data Sets from Appendix B. In Exercises 21 and 22, use the data set from Appendix B to test the given claim. Identify the null hypothesis, alternative hypothesis, test statistic, P-value or critical value(s), conclusion about the null hypothesis, and final conclusion that addresses the original claim. Use the P-value method unless your instructor specifies otherwise.

21. Do the Screws Have a Length of 3/4 in.? A simple random sample of 50 stainless steel sheet metal screws is obtained from those supplied by Crown Bolt, Inc., and the length of each screw is measured using a vernier caliper. The lengths are listed in Data Set 19 of Appendix B. Assume that the standard deviation of all such lengths is 0.012 in., and use a 0.05 significance level to test the claim that the screws have a mean length equal to 3/4 in. (or 0.75 in.), as indicated on the package labels. Do the screw lengths appear to be consistent with the package label?

22. Power Supply Data Set 13 in Appendix B lists measured voltage amounts supplied directly to the author’s home. The Central Hudson power supply company states that it has a target power supply of 120 volts. Using those home voltage amounts and assuming that the standard deviation of all such voltage amounts is 0.24 V, test the claim that the mean is 120 volts. Use a 0.01 significance level.

8-4 Beyond the Basics

23. Interpreting Power For Example 1 in this section, the hypothesis test has power of 0.2296 (or 0.2281 using technology) of supporting the claim that \( \mu > 166.3 \) lb when the actual population mean is 170 lb.

a. Interpret the given value of the power.

b. Identify the value of \( \beta \), and interpret that value.

24. Calculating Power of a Test For Example 1 in this section, find the power of the test in supporting the claim that \( \mu > 166.3 \) lb when the actual population mean is 180 lb. Also find \( \beta \), the probability of a type II error. Is the test effective in supporting the claim that \( \mu > 166.3 \) lb when the true population mean is 180 lb?

8-5 Testing a Claim About a Mean: \( \sigma \) Not Known

Key Concept In Section 8-4 we discussed methods for testing a claim about a population mean, but that section is based on the unrealistic assumption that the value of the population standard deviation \( \sigma \) is somehow known. In this section we present methods for testing a claim about a population mean, but we do not require that \( \sigma \) is known. The methods of this section are referred to as a \( t \) test because they use the Student \( t \) distribution that was introduced in Section 7-4. The requirements, test statistic, \( P \)-value, and critical values are summarized as follows.

Testing Claims About a Population Mean (with \( \sigma \) Not Known)

Objective Test a claim about a population mean (with \( \sigma \) not known) by using a formal method of hypothesis testing.

Notation

\[
\begin{align*}
  n & = \text{sample size} \\
  \bar{x} & = \text{sample mean} \\
  \mu_x & = \text{population mean of all sample means from samples of size } n \text{ (this value is based on the claim and is used in the null hypothesis)}
\end{align*}
\]
**Normality Requirement**  This t test is robust against a departure from normality, meaning that the test works reasonably well if the departure from normality is not too extreme. We can usually satisfy this normality requirement by verifying that there are no outliers and that the histogram has a shape that is not very far from a normal distribution.

**Sample Size**  We use the simplified criterion of \( n > 30 \) as justification for treating the distribution of sample means as a normal distribution, but the minimum sample size actually depends on how much the population distribution departs from a normal distribution.

Here are the important properties of the Student t distribution:

**Important Properties of the Student t Distribution**

1. The Student t distribution is different for different sample sizes (see Figure 7-5 in Section 7-4).
2. The Student t distribution has the same general bell shape as the standard normal distribution; its wider shape reflects the greater variability that is expected when \( s \) is used to estimate \( \sigma \).
3. The Student t distribution has a mean of \( t = 0 \) (just as the standard normal distribution has a mean of \( z = 0 \)).
4. The standard deviation of the Student t distribution varies with the sample size and is greater than 1 (unlike the standard normal distribution, which has \( \sigma = 1 \)).
5. As the sample size \( n \) gets larger, the Student t distribution gets closer to the standard normal distribution.

**Choosing the Correct Method**

When testing a claim about a population mean, first be sure that the sample data have been collected with an appropriate sampling method, such as a simple random sample (otherwise, it is very possible that no methods of statistics apply). If we have a simple random sample, a hypothesis test of a claim about \( \mu \) might use the Student t distribution, the normal distribution, or it might require nonparametric methods or bootstrap resampling techniques. (Nonparametric methods, which do not require a particular distribution, are discussed in Chapter 13; the bootstrap resampling technique...
To test a claim about a population mean, use the Student t distribution when the sample is a simple random sample, \( \sigma \) is not known, and either or both of these conditions is satisfied:

The population is normally distributed or \( n > 30 \).

**Overloading Boats: Traditional Method**  
In Example 1 of the preceding section, we noted that people have died in boat accidents because an obsolete estimate of the mean weight of men was used. Using the weights of the simple random sample of men from Data Set 1 in Appendix B, we obtain these sample statistics: \( n = 40 \) and \( \bar{x} = 172.55 \text{ lb}, s = 26.33 \text{ lb} \). Do not assume that the value of \( \sigma \) is known. Use these results to test the claim that men have a mean weight greater than 166.3 lb, which was the weight in the National Transportation and Safety Board’s recommendation M-04-04. Use a 0.05 significance level, and use the traditional method outlined in Figure 8-9.

We use the traditional method summarized in Figure 8-9.

**Step 1:** The claim that men have a mean weight greater than 166.3 lb is expressed in symbolic form as \( \mu > 166.3 \text{ lb} \).

**Step 2:** The alternative (in symbolic form) to the original claim is \( \mu \leq 166.3 \text{ lb} \).

**Step 3:** Because the statement \( \mu > 166.3 \text{ lb} \) does not contain the condition of equality, it becomes the alternative hypothesis. The null hypothesis is the statement that \( \mu = 166.3 \text{ lb} \).

\[
H_0: \mu = 166.3 \text{ lb} \quad \text{(null hypothesis)} \\
H_1: \mu > 166.3 \text{ lb} \quad \text{(alternative hypothesis and original claim)}
\]

**Step 4:** As specified in the statement of the problem, the significance level is \( \alpha = 0.05 \).

**Step 5:** Because the claim is made about the population mean \( \mu \), the sample statistic most relevant to this test is the sample mean \( \bar{x} = 172.55 \text{ lb} \).

**Step 6:** The test statistic is calculated as follows:

\[
t = \frac{\bar{x} - \mu_0}{s / \sqrt{n}} = \frac{172.55 - 166.3}{26.33 / \sqrt{40}} = 1.501
\]
Using this test statistic of $t = 1.501$, we now proceed to find the critical value from Table A-3. With $df = n - 1 = 39$, refer to Table A-3 and use the column corresponding to an area of 0.05 in one tail to find that the critical value is $t = 1.685$. See Figure 8-15.

**Step 7:** Because the test statistic of $t = 1.501$ does not fall in the critical region bounded by the critical value of $t = 1.685$ as shown in Figure 8-15, fail to reject the null hypothesis.

**INTERPRETATION**

Because we fail to reject the null hypothesis, we conclude that there is not sufficient evidence to support a conclusion that the population mean is greater than 166.3 lb, as in the National Transportation and Safety Board’s recommendation.

---

**Finding $P$-Values with the Student $t$ Distribution**

Example 1 used the traditional approach to hypothesis testing, but STATDISK, Minitab, the TI-83/84 Plus calculator, and many articles in professional journals will display $P$-values. For the preceding example, STATDISK, Minitab, and the TI-83/84 Plus calculator display a $P$-value of 0.0707. (Minitab displays the rounded value of 0.071 and the Excel $P$-value is found by using the DDXL add-in.) With a significance level of 0.05 and a $P$-value greater than 0.05, we fail to reject the null hypothesis, as we did using the traditional method in Example 1. If computer software or a TI-83/84 Plus calculator is not available, we can use Table A-3 to identify a range of values containing the $P$-value. We recommend this strategy for finding $P$-values using the $t$ distribution:

1. Use software or a TI-83/84 Plus calculator. (STATDISK, Minitab, the DDXL add-in for Excel, the TI-83/84 Plus calculator, SPSS, and SAS all provide $P$-values for $t$ tests.)

2. If technology is not available, use Table A-3 to identify a range of $P$-values as follows: Use the number of degrees of freedom to locate the relevant row of Table A-3, then determine where the test statistic lies relative to the $t$ values in that row. Based on a comparison of the $t$ test statistic and the $t$ values in the row of Table A-3, identify a range of values by referring to the area values given at the top of Table A-3.
**Finding the P-Value**  Assuming that neither computer software nor a TI-83/84 Plus calculator is available, use Table A-3 to find a range of values for the P-value corresponding to the test statistic of $t = 1.501$ from Example 1.

**Solution**

**Requirement Check** The requirements have already been verified in Example 1.

Example 1 involves a right-tailed test, so the $P$-value is the area to the right of the test statistic $t = 1.501$. Refer to Table A-3 and locate the row corresponding to 39 degrees of freedom. The test statistic of 1.501 falls between the table values of 1.685 and 1.304, so the “area in one tail” (to the right of the test statistic) is between 0.05 and 0.10. Figure 8-16 shows the location of the test statistic $t = 1.501$ relative to the $t$-values of 1.304 and 1.685 found in Table A-3. From Figure 8-16, we can see that the area to the right of $t = 1.501$ is greater than 0.05. Although we can’t find the exact $P$-value from Table A-3, we can conclude that the $P$-value $> 0.05$. Because the $P$-value is greater than the significance level of 0.05, we again fail to reject the null hypothesis. There is not sufficient evidence to support the claim that the mean weight of men is greater than 166.3 lb.

**Figure 8-16**  Using Table A-3 to Find a Range for the $P$-Value

**Example 3**  Finding the $P$-Value  Assuming that neither computer software nor a TI-83/84 Plus calculator is available, use Table A-3 to find a range of values for the $P$-value corresponding to a $t$ test with these components (based on the claim that $\mu = 120$ lb for the sample weights of women listed in Data Set 1 in Appendix B): Test statistic is $t = 4.408$, sample size is $n = 40$, significance level is $\alpha = 0.05$, alternative hypothesis is $H_1: \mu \neq 120$ lb.

**Solution**  Because the sample size is 40, refer to Table A-3 and locate the row corresponding to 39 degrees of freedom ($df = n - 1$). Because the test statistic $t = 4.408$ is greater than every value in the 39th row, the $P$-value is less than 0.01. (Be sure to use the “area in two tails” whenever the test is two-tailed.) Although we can’t find the exact $P$-value, we can conclude that the $P$-value $< 0.01$. (Computer software or the TI-83/84 Plus calculator provide the exact $P$-value of 0.0001.)
Remember, \( p\)-values can be easily found using computer software or a TI-83/84 Plus calculator. Also, the traditional method of testing hypotheses can be used instead of the \( p\)-value method.

**Confidence Interval Method**  We can use a confidence interval for testing a claim about \( \mu \) when \( \sigma \) is not known. For a two-tailed hypothesis test with a 0.05 significance level, we construct a 95% confidence interval, but for a one-tailed hypothesis test with a 0.05 significance level we construct a 90% confidence interval (as described in Table 8-2 on page 406.)

In Section 8-3 we saw that when testing a claim about a population proportion, the traditional method and \( p\)-value method are equivalent, but the confidence interval method is somewhat different. When testing a claim about a population mean, there is no such difference, and all three methods are equivalent.

**EXAMPLE 4  Confidence Interval Method**  The sample data from Example 1 result in the statistics \( n = 40, \bar{x} = 172.55 \text{ lb}, \ s = 26.33 \text{ lb}, \) and \( \sigma \) is not known. Using a 0.05 significance level, test the claim that \( \mu > 166.3 \) by applying the confidence interval method.

**SOLUTION  REQUIREMENT CHECK**  The requirements have already been verified in Example 1. \( \checkmark \)

Using the methods described in Section 7-4, we construct this 90% confidence interval:

\[
165.54 < \mu < 179.56 \text{ lb}
\]

Because the assumed value of \( \mu = 166.3 \text{ lb} \) is contained within the confidence interval, we cannot reject the null hypothesis that \( \mu = 166.3 \text{ lb} \). Based on the 40 sample values given in the example, we do not have sufficient evidence to support the claim that the mean weight is greater than 166.3 lb. Based on the confidence interval, the true value of \( \mu \) is likely to be any value between 165.54 lb and 179.56 lb, including 166.3 lb.

The next example involves a small sample with a list of the original sample values. Because the sample is small (30 or fewer), use of the \( t\) test requires that we verify that the sample appears to be from a population with a distribution that is not too far from a normal distribution.

**EXAMPLE 5  Small Sample: Monitoring Lead in Air**  Listed below are measured amounts of lead (in micrograms per cubic meter, or \( \mu g/\text{m}^3 \)) in the air. The Environmental Protection Agency has established an air quality standard for lead of 1.5 \( \mu g/\text{m}^3 \). The measurements shown below constitute a simple random sample of measurements recorded at Building 5 of the World Trade Center site on different days immediately following the destruction caused by the terrorist attacks of September 11, 2001. After the collapse of the two World Trade Center buildings, there was considerable concern about the quality of the air. Use a 0.05 significance level to test the claim that the sample is from a population with a mean greater than the EPA standard of 1.5 \( \mu g/\text{m}^3 \).

\[
5.40 \quad 1.10 \quad 0.42 \quad 0.73 \quad 0.48 \quad 1.10
\]
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**SOLUTION**  **REQUIREMENT CHECK**  (1) The sample is a simple random sample.  (2) The value of $\sigma$ is not known.  (3) Because the sample size of $n = 6$ is not greater than 30, we must verify that the sample appears to be from a population having a normal distribution.  The accompanying STATDISK-generated normal quantile plot shows that the points do not lie reasonably close to a straight line, so the normality requirement is very questionable. Also, the value of 5.40 appears to be an outlier. Formal hypothesis tests of normality also suggest that the sample data are not from a population with a normal distribution. The necessary requirements are not satisfied, so use of the methods of this section may yield poor results.

\[ n = 6 \]

\[ s \]

If we were to proceed with the $t$ test, we would find that the test statistic is $t = 0.049$, the critical value is $t = 2.015$, and the $P$-value $> 0.10$. With technology, the $P$-value is 0.4814. We should fail to reject the null hypothesis of $\mu = 1.5$, so there is not sufficient evidence to support the claim that $\mu > 1.5$. But given that the requirements are not satisfied, this conclusion is questionable.

If working with a list of the original sample values, first find the sample size, sample mean, and sample standard deviation by using the STATDISK procedure described in Section 3-2. After finding the values of $n, \bar{x}$, and $s$, select the main menu bar item Analysis, then select Hypothesis Testing, followed by Mean-One Sample.

**MINITAB**  Minitab allows you to use either the summary statistics or a list of the original sample values. Select the menu items Stat, Basic Statistics, and 1-Sample t. Enter the summary statistics or enter the column containing the list of original sample values. Use the Options button to change the format of the alternative hypothesis.

In Minitab 16, you can also click on Assistant, then Hypothesis Tests, then select the case for 1-Sample t. Fill out the dialog box, then click OK to get three windows of results that include the $P$-value and much other helpful information.

**EXCEL**  Excel does not have a built-in function for a $t$ test, so use the Data Desk XL add-in that is a supplement to this book. First enter the sample data in column A. Select DDXL. (If using Excel 2010 or Excel 2007, click on Add-Ins and click on DDXL. If using Excel 2003, click on DDXL.) In DDXL, select Hypothesis Tests. Under the function type options, select 1 Var t Test. Click on the pencil icon and enter the range of data values, such as A1:A12 if you have 12 values listed in column A. Click on OK. Follow the four steps listed in the dialog box. After clicking on Compute in Step 4, you will get the $P$-value, test statistic, and conclusion.

**TI-83/84 PLUS**  If using a TI-83/84 Plus calculator, press STAT, then select TESTS and choose the menu item of T-Test. You can use the original data (Data) or the summary statistics (Stats) by providing the entries indicated in the window display. The first three items of the TI-83/84 Plus calculator results will include the alternative hypothesis, the test statistic, and the $P$-value.

**Critical values of $t$**  To find critical values of $t$ on the TI-83 Plus calculator, press 2ND VARS to get the DISTR (distribution) menu, then select invT. Enter the cumulative area from the left, enter a comma, then enter the number of degrees of freedom. The command of invT(0.975,52) yields 2.06646761; for 52 degrees of freedom, the $t$ value with an area of 0.975 to its left is 2.06646761. The TI-83 Plus calculator does not have invT, so use the program invT that is on the CD included with this book.
Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Normality Requirement
   Given a simple random sample of 20 speeds of cars on Highway 405 in California, you want to test the claim that the sample values are from a population with a mean greater than the posted speed limit of 65 mi/h. Is it necessary to determine whether the sample is from a normally distributed population? If so, what methods can be used to make that determination?

2. df
   In statistics, what does $df$ denote? If a simple random sample of 20 speeds of cars on California Highway 405 is to be used to test the claim that the sample values are from a population with a mean greater than the posted speed limit of 65 mi/h, what is the specific value of $df$?

3. t Test
   What is a $t$ test? Why is the letter $t$ used?

4. Reality Check
   Unlike the preceding section, this section does not include a requirement that the value of the population standard deviation must be known. Which section is more likely to apply in realistic situations: this section or the preceding section? Why?

Using Correct Distribution.

In Exercises 5–8, determine whether the hypothesis test involves a sampling distribution of means that is a normal distribution, Student $t$ distribution, or neither. (Hint: See Figure 7-6 and Table 7-1.)

5. Claim about IQ scores of statistics instructors: $\mu > 100$. Sample data: $n = 15$, $\bar{x} = 118$, $s = 11$. The sample data appear to come from a normally distributed population with unknown $\mu$ and $\sigma$.

6. Claim about FICO credit scores of adults: $\mu = 678$. Sample data: $n = 12$, $\bar{x} = 719$, $s = 92$. The sample data appear to come from a population with a distribution that is not normal, and $\sigma$ is unknown.

7. Claim about daily rainfall amounts in Boston: $\mu < 0.20$ in. Sample data: $n = 19$, $\bar{x} = 0.10$ in, $s = 0.26$ in. The sample data appear to come from a population with a distribution that is very far from normal, and $\sigma$ is unknown.

8. Claim about daily rainfall amounts in Boston: $\mu < 0.20$ in. Sample data: $n = 52$, $\bar{x} = 0.10$ in, $s = 0.26$ in. The sample data appear to come from a population with a distribution that is very far from normal, and $\sigma$ is known.

Finding P-values.

In Exercises 9–12, either use technology to find the P-value or use Table A-3 to find a range of values for the P-value.

9. M&Ms
   Testing a claim about the mean weight of M&Ms: Right-tailed test with $n = 25$ and test statistic $t = 0.430$.

10. Movie Viewer Ratings
    Two-tailed test with $n = 15$ and test statistic $t = 1.495$.

11. Weights of Quarters
    Two-tailed test with $n = 9$ and test statistic $t = -1.905$.

12. Body Temperatures:
    Test a claim about the mean body temperature of healthy adults: Left-tailed test with $n = 11$ and test statistic $t = -3.518$.

Testing Hypotheses.

In Exercises 13–28, assume that a simple random sample has been selected from a normally distributed population and test the given claim. Unless specified by your instructor, use either the traditional method or P-value method for testing hypotheses. Identify the null and alternative hypotheses, test statistic, P-value (or range of P-values), critical value(s), and state the final conclusion that addresses the original claim.

13. Writing a Hit Song
    In the KLF Publications manual “How to Have a Number One the Easy Way,” it is stated that a song “must be no longer than three minutes and thirty seconds” (or 210 seconds). A simple random sample of 40 current hit songs results in a mean length of
252.5 sec and a standard deviation of 54.5 sec. (The songs are by Timberlake, Furtado, Daughtry, Stefani, Fergie, Akon, Ludacris, etc.) Use a 0.05 significance level and the accompanying Minitab display to test the claim that the sample is from a population of songs with a mean greater than 210 sec. What do these results suggest about the advice given in the manual?

**MINITAB**

14. **Red Blood Cell Count** A simple random sample of 50 adults is obtained, and each person’s red blood cell count (in cells per microliter) is measured. The sample mean is 5.23 and the sample standard deviation is 0.54. Use a 0.01 significance level and the accompanying TI-83/84 Plus display to test the claim that the sample is from a population with a mean less than 5.4, which is a value often used for the upper limit of the range of normal values. What do the results suggest about the sample group?

**TI-83/84 PLUS**

15. **Cigarette Tar** A simple random sample of 25 filtered 100 mm cigarettes is obtained, and the tar content of each cigarette is measured. The sample has a mean of 13.2 mg and a standard deviation of 3.7 mg (based on Data Set 4 in Appendix B). Use a 0.05 significance level to test the claim that the mean tar content of filtered 100 mm cigarettes is less than 21.1 mg, which is the mean for unfiltered king size cigarettes. What do the results suggest about the effectiveness of the filters?

16. **Is the Diet Practical?** When 40 people used the Weight Watchers diet for one year, their mean weight loss was 3.0 lb and the standard deviation was 4.9 lb (based on data from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Reduction,” by Dansinger, et al., *Journal of the American Medical Association*, Vol. 293, No. 1). Use a 0.01 significance level to test the claim that the mean weight loss is greater than 0 lb. Based on these results, does the diet appear to be effective? Does the diet appear to have practical significance?

17. **Weights of Pennies** The U.S. Mint has a specification that pennies have a mean weight of 2.5 g. Data Set 20 in Appendix B lists the weights (in grams) of 37 pennies manufactured after 1983. Those pennies have a mean weight of 2.49910 g and a standard deviation of 0.01648 g. Use a 0.05 significance level to test the claim that this sample is from a population with a mean weight equal to 2.5 g. Do the pennies appear to conform to the specifications of the U.S. Mint?

18. **Analysis of Pennies** In an analysis investigating the usefulness of pennies, the cents portions of 100 randomly selected credit card charges are recorded. The sample has a mean of 47.6 cents and a standard deviation of 33.5 cents. If the amounts from 0 cents to 99 cents are all equally likely, the mean is expected to be 49.5 cents. Use a 0.01 significance level to test the claim that the sample is from a population with a mean equal to 49.5 cents. What does the result suggest about the cents portions of credit card charges?

19. **Time Required for Bachelor’s Degree** Researchers collected a simple random sample of the times that 81 college students required to earn their bachelor’s degrees. The sample
has a mean of 4.8 years and a standard deviation of 2.2 years (based on data from the National Center for Education Statistics). Use a 0.05 significance level to test the claim that the mean time for all college students is greater than 4.5 years.

20. Uninterruptible Power Supply (UPS) Data Set 13 in Appendix B lists measured voltage amounts obtained from the author’s back-up UPS (APC model CS 350). According to the manufacturer, the normal output voltage is 120 volts. The 40 measured voltage amounts from Data Set 13 have a mean of 123.59 volts and a standard deviation of 0.31 volt. Use a 0.05 significance level to test the claim that the sample is from a population with a mean equal to 120 volts.

21. Analysis of Pennies In an analysis investigating the usefulness of pennies, the cents portions of 100 randomly selected checks are recorded. The sample has a mean of 23.8 cents and a standard deviation of 32.0 cents. If the amounts from 0 cents to 99 cents are all equally likely, the mean is expected to be 49.5 cents. Use a 0.01 significance level to test the claim that the sample is from a population with a mean less than 49.5 cents. What does the result suggest about the cents portions of the checks?

22. California Speeding A simple random sample of 40 recorded speeds (in mi/h) is obtained from cars traveling on a section of Highway 405 in Los Angeles. The sample has a mean of 68.4 mi/h and a standard deviation of 5.7 mi/h (based on data from Sigalert). Use a 0.05 significance level to test the claim that the mean speed of all cars is greater than the posted speed limit of 65 mi/h.

23. Car Emissions Data Set 16 in Appendix B lists the measured greenhouse gas emissions from 32 different cars. The sample has a mean of 7.78 tons and a standard deviation of 1.08 tons. (The amounts are in tons per year, expressed as CO₂ equivalents.) Use a 0.05 significance level to test the claim that all cars have a mean greenhouse gas emission of 8.00 tons.

24. Heights of Supermodels The heights are measured for the simple random sample of supermodels Crawford, Bundchen, Pestova, Christenson, Hume, Moss, Campbell, Schiffer, and Taylor. They have a mean height of 70.0 in. and a standard deviation of 1.5 in. Use a 0.01 significance level to test the claim that supermodels have heights with a mean that is greater than the mean height of 63.6 in. for women in the general population. Given that there are only nine heights represented, can we really conclude that supermodels are taller than the typical woman?

25. Tests of Child Booster Seats The National Highway Traffic Safety Administration conducted crash tests of child booster seats for cars. Listed below are results from those tests, with the measurements given in hic (standard head injury condition units). The safety requirement is that the hic measurement should be less than 1000 hic. Use a 0.01 significance level to test the claim that the sample is from a population with a mean less than 1000 hic. Do the results suggest that all of the child booster seats meet the specified requirement?

```
774 649 1210 546 431 612
```

26. Number of English Words A simple random sample of pages from Merriam-Webster’s Collegiate Dictionary, 11th edition, is obtained. Listed below are the numbers of words defined on those pages. Given that this dictionary has 1459 pages with defined words, the claim that there are more than 70,000 defined words is the same as the claim that the mean number of defined words on a page is greater than 48.0. Use a 0.05 significance level to test the claim that the mean number of defined words on a page is greater than 48.0. What does the result suggest about the claim that there are more than 70,000 defined words in the dictionary?

```
51 63 36 43 34 62 73 39 53 79
```

27. Car Crash Costs The Insurance Institute for Highway Safety conducted tests with crashes of new cars traveling at 6 mi/h. The total cost of the damage was found. Results are listed below for a simple random sample of the tested cars. Use a 0.05 significance level to test
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the claim that when tested under the same standard conditions, the damage costs for the population of cars has a mean of $5000.

$7448  $4911  $9051  $6374  $4277

28. BMI for Miss America The trend of thinner Miss America winners has generated charges that the contest encourages unhealthy diet habits among young women. Listed below are body mass indexes (BMI) for recent Miss America winners. Use a 0.01 significance level to test the claim that recent Miss America winners are from a population with a mean BMI less than 20.16, which was the BMI for winners from the 1920s and 1930s. Do recent winners appear to be significantly different from those in the 1920s and 1930s?

19.5  20.3  19.6  20.2  17.8  17.9  19.1  18.8  17.6  16.8

Large Data Sets. In Exercises 29–32, use the Data Set from Appendix B to test the given claim.

29. Do the Screws Have a Length of 3/4 in.? A simple random sample of 50 stainless steel sheet metal screws is obtained from those supplied by Crown Bolt, Inc., and the length of each screw is measured using a vernier caliper. The lengths are listed in Data Set 19 of Appendix B. Use a 0.05 significance level to test the claim that the screws have a mean length equal to 3/4 in. (or 0.75 in.), as indicated on the package labels. Do the screw lengths appear to be consistent with the package label?

30. Power Supply Data Set 13 in Appendix B lists measured voltage amounts supplied directly to the author's home. The Central Hudson power supply company states that it has a target power supply of 120 volts. Using those home voltage amounts, test the claim that the mean is 120 volts. Use a 0.01 significance level.

31. Is 98.6°F Wrong? Data Set 2 in Appendix B includes measured human body temperatures. Use the temperatures listed for 12 AM on day 2 to test the common belief that the mean body temperature is 98.6°F. Does that common belief appear to be wrong?

32. FICO Credit Scores Data Set 24 in Appendix B includes a simple random sample of FICO credit rating scores. As of this writing, the mean FICO score was reported to be 678. Use a 0.05 significance level to test the claim that the sample of FICO scores comes from a population with a mean equal to 678.

8-5  Beyond the Basics

33. Alternative Method When testing a claim about the population mean \( \mu \) using a simple random sample from a normally distributed population with unknown \( \sigma \), an alternative method (not used in this book) is to use the methods of this section if the sample is small \( (n \leq 30) \), but if the sample is large \( (n > 30) \) substitute \( s \) for \( \sigma \) and proceed as if \( \sigma \) is known (as in Section 8-4). A sample of 32 IQ scores has \( \bar{x} = 105.3 \) and \( s = 15.0 \). Use a 0.05 significance level to test the claim that the sample is from a population with a mean equal to 100. Use the alternative method and compare the results to those obtained by using the method of this section. Does the alternative method always yield the same conclusion as the \( t \) test?

34. Using the Wrong Distribution When testing a claim about a population mean with a simple random sample selected from a normally distributed population with unknown \( \sigma \), the Student \( t \) distribution should be used for finding critical values and/or a \( P \)-value. If the standard normal distribution is incorrectly used instead, does that mistake make you more or less likely to reject the null hypothesis, or does it not make a difference? Explain.

35. Finding Critical \( t \) Values When finding critical values, we sometimes need significance levels other than those available in Table A-3. Some computer programs approximate critical \( t \) values by calculating

\[
t = \sqrt{df \cdot (e^{\frac{df}{2}} - 1)}
\]
where \( df = n - 1 \), \( e = 2.718 \), \( A = z(8 \cdot df + 3)/(8 \cdot df + 1) \), and \( z \) is the critical \( z \) score. Use this approximation to find the critical \( t \) score corresponding to \( n = 75 \) and a significance level of 0.05 in a right-tailed case. Compare the results to the critical \( t \) value of 1.666 found from STATDISK or a TI-83/84 Plus calculator.

### 36. Interpreting Power
For Example 1 in this section, the hypothesis test has power of 0.2203 of supporting the claim that \( \mu > 166.3 \) lb when the actual population mean is 170 lb.

a. Interpret the given value of the power.

b. Identify the value of \( \beta \), and interpret that value.

### 37. Calculating Power of a Test
For Example 1 in this section, find the power of the test in supporting the claim that \( \mu > 166.3 \) lb when the actual population mean is 180 lb. Also find \( \beta \), the probability of a type II error. Is the test effective in supporting the claim that \( \mu > 166.3 \) lb when the true population mean is 180 lb?

---

### Testing a Claim About a Standard Deviation or Variance

**Key Concept** In this section we introduce methods for testing a claim made about a population standard deviation \( \sigma \) or population variance \( \sigma^2 \). The methods of this section use the chi-square distribution that was first introduced in Section 7-5. The assumptions, test statistic, \( P \)-value, and critical values are summarized as follows.

#### Testing Claims About \( \sigma \) or \( \sigma^2 \)

**Objective**
Test a claim about a population standard deviation \( \sigma \) (or population variance \( \sigma^2 \)) using a formal method of hypothesis testing.

**Notation**

\[
\begin{align*}
  n &= \text{sample size} \\
  s &= \text{sample standard deviation} \\
  s^2 &= \text{sample variance} \\
  \sigma &= \text{claimed value of the population standard deviation} \\
  \sigma^2 &= \text{claimed value of the population variance}
\end{align*}
\]

**Requirements**

1. The sample is a simple random sample.
2. The population has a normal distribution. (This is a much stricter requirement than the requirement of a normal distribution when testing claims about means, as in Sections 8-4 and 8-5.)

**Test Statistic for Testing a Claim About \( \sigma \) or \( \sigma^2 \)**

\[
\chi^2 = \frac{(n - 1)s^2}{\sigma^2}
\]

(round to three decimal places, as in Table A-4)

**P-values and Critical Values:** Use Table A-4 with \( df = n - 1 \) for the number of degrees of freedom. (Table A-4 is based on cumulative areas from the right.)
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The chi-square distribution was introduced in Section 7-5, where we noted the following important properties.

**Properties of the Chi-Square Distribution**

1. All values of \( \chi^2 \) are nonnegative, and the distribution is not symmetric (see Figure 8-17).
2. There is a different \( \chi^2 \) distribution for each number of degrees of freedom (see Figure 8-18).
3. The critical values are found in Table A-4 using

\[
\text{degrees of freedom} = n - 1
\]

Table A-4 is based on cumulative areas from the right (unlike the entries in Table A-2, which are cumulative areas from the left). Critical values are found in Table A-4 by first locating the row corresponding to the appropriate number of degrees of freedom (where \( df = n - 1 \)). Next, the significance level \( \alpha \) is used to determine the correct column. The following examples are based on a significance level of \( \alpha = 0.05 \), but any other significance level can be used in a similar manner.

- **Right-tailed test:** Because the area to the right of the critical value is 0.05, locate 0.05 at the top of Table A-4.
- **Left-tailed test:** With a left-tailed area of 0.05, the area to the right of the critical value is 0.95, so locate 0.95 at the top of Table A-4.
- **Two-tailed test:** Unlike the normal and Student \( t \) distributions, the critical values in this \( \chi^2 \) test will be two different positive values (instead of something like \( \pm 1.96 \)). Divide a significance level of 0.05 between the left and right tails, so the areas to the right of the two critical values are 0.975 and 0.025, respectively. Locate 0.975 and 0.025 at the top of Table A-4. (See Figure 7-10 and Example 1 on page 372.)

---

**CAUTION**

The \( \chi^2 \) test of this section is not robust against a departure from normality, meaning that the test does not work well if the population has a distribution that is far from normal. The condition of a normally distributed population is therefore a much stricter requirement in this section than it was in Sections 8-4 and 8-5.

---

**“How Statistics Can Help Save Failing Hearts”**

A New York Times article by David Leonhardt featured the headline of “How Statistics Can Help Save Failing Hearts.” Leonhardt writes that patients have the best chance of recovery if their clogged arteries are opened within two hours of a heart attack. In 2005, the U.S. Department of Health and Human Services began posting hospital data on its Web site www.hospitalcompare.hhs.gov, and it included the percentage of heart attack patients who received treatment for blocked arteries within two hours of arrival at the hospital. Not wanting to be embarrassed by poor data, doctors and hospitals are reducing the time it takes to unblock those clogged arteries. Leonhardt writes about the University of California, San Francisco Medical Center, which cut its time in half from almost three hours to about 90 minutes. Effective use of simple statistics can save lives.
Quality Control of Coins: Traditional Method  A common goal in business and industry is to improve the quality of goods or services by reducing variation. Quality control engineers want to ensure that a product has an acceptable mean, but they also want to produce items of consistent quality so that there will be few defects. If weights of coins have a specified mean but too much variation, some will have weights that are too low or too high, so that vending machines will not work correctly (unlike the stellar performance that they now provide). Consider the simple random sample of the 37 weights of post-1983 pennies listed in Data Set 20 in Appendix B. Those 37 weights have a mean of 2.49910 g and a standard deviation of 0.01648 g. U.S. Mint specifications require that pennies be manufactured so that the mean weight is 2.500 g. A hypothesis test will verify that the sample appears to come from a population with a mean of 2.500 g as required, but use a 0.05 significance level to test the claim that the population of weights has a standard deviation less than the specification of 0.0230 g.

SOLUTION

REQUIREMENT CHECK  (1) The sample is a simple random sample. (2) Based on the accompanying STATDISK-generated histogram and normal quantile plot, the sample does appear to come from a population having a normal distribution. The histogram is close to being bell-shaped. The points on the normal quantile plot are quite close to a straight-line pattern, and there is no other pattern. There are no outliers. The departure from an exact normal distribution is relatively minor. Both requirements are satisfied.

We will use the traditional method of testing hypotheses as outlined in Figure 8-9.

Step 1: The claim is expressed in symbolic form as \( \sigma < 0.0230 \) g.

Step 2: If the original claim is false, then \( \sigma \geq 0.0230 \) g.

Step 3: The expression \( \sigma < 0.0230 \) g does not contain equality, so it becomes the alternative hypothesis. The null hypothesis is the statement that \( \sigma = 0.0230 \) g.

\[
H_0: \sigma = 0.0230 \quad \text{g} \\
H_1: \sigma < 0.0230 \quad \text{(original claim)}
\]

Step 4: The significance level is \( \alpha = 0.05 \).

Step 5: Because the claim is made about \( \sigma \), we use the chi-square distribution.

continued
There was a time when companies conducted research on prisoners. For example, between 1962 and 1966, 33 pharmaceutical companies tested 153 experimental drugs on prisoners at Holmesburg Prison in Philadelphia (based on data from “Biomedical Research Involving Prisoners,” by Lawrence Gostin, Journal of the American Medical Association, Vol. 297, No. 7). Now, federal regulations protect all humans as subjects of research. Institutional review boards are required to review studies, obtain informed consent, and provide a risk and benefit analysis. Lawrence Gostin writes that “near absolute prohibitions on research based on the sordid history of exploitation would leave prisoners without the benefits of modern science that could improve the quality of their lives and conditions unique to prisons. With systematic oversight, human dignity and scientific progress need not be incompatible.”

Step 6: The test statistic is
\[ \chi^2 = \frac{(n - 1)s^2}{\sigma^2} = \frac{(37 - 1)(0.01648)^2}{0.0230^2} = 18.483 \]

The critical value from Table A-4 corresponds to 36 degrees of freedom and an “area to the right” of 0.95 (based on the significance level of 0.05 for a left-tailed test). Table A-4 does not include 36 degrees of freedom, but Table A-4 shows that the critical value is between 18.493 and 26.509. (Using technology, the critical value is 23.269.) See Figure 8-19.

Step 7: Because the test statistic is in the critical region, reject the null hypothesis.

There is sufficient evidence to support the claim that the standard deviation of weights is less than 0.0230 g. It appears that the variation is less than 0.0230 g as specified, so the manufacturing process is acceptable.

**P-Value Method**

Example 1 can also be solved with the P-value approach summarized in Figures 8-5 and 8-8. When using Table A-4, we usually cannot find exact P-values because that chi-square distribution table includes only selected values of \( \alpha \) and selected numbers of degrees of freedom, but exact P-values are easily found using technology.

If technology is used for the preceding example, the P-value is 0.0069. Because the P-value is less than the significance level of 0.05, we reject the null hypothesis and arrive at the same conclusion given in Example 1.
Confidence Interval Method

Example 1 can also be solved with the confidence interval method of testing hypotheses.

**EXAMPLE 3** Quality Control of Coins: Confidence Interval Method

Repeat the hypothesis test in Example 1 by constructing a suitable confidence interval.

**SOLUTION** Because the hypothesis test is left-tailed and the significance level is 0.05, we should construct a 90% confidence interval (as indicated in Table 8-2 on page 406). Using the methods described in Section 7-5, we can use the sample data \((n = 37, \bar{x} = 0.01648 \text{ g})\) to construct this 90% confidence interval: \(0.01385 < \sigma < 0.02050\). Based on this confidence interval, we can support the claim that \(\sigma\) is less than 0.0230 g (because all values of the confidence interval are less than 0.0230 g). We reach the same conclusion found with the traditional and \(P\)-value methods.

**STATDISK** Select **Analysis**, then **Hypothesis Testing**, then **StDev-One Sample**. Provide the required entries in the dialog box, then click on **Evaluate**. STATDISK will display the test statistic, critical values, \(P\)-value, conclusion, and confidence interval.

**MINITAB** For Minitab Release 15 and later, select **Stat**, then **Basic Statistics**, then select the menu item of **\(\sigma^2\) 1 Variance**. Click on the **Summarized Data** box and enter the sample size and sample standard deviation. Click on the box labeled **Perform hypothesis test** and enter the assumed value of \(\sigma\) from the null hypothesis. Click on the **Options** button and select the correct form of the alternative hypothesis. Click on the **OK** button twice and the \(P\)-value will be displayed.

In Minitab 16, you can also click on **Assistant**, then **Hypothesis Tests**, then select the case for **1-Sample Standard Deviation**. Fill out the dialog box, then click **OK** to get three windows of results that include the \(P\)-value and much other helpful information.

**EXCEL** Select **DDXL**. (If using Excel 2010 or Excel 2007, click on **Add-Ins** and click on **DDXL**. If using Excel 2003, click on **DDXL**.) In DDXL, select **Chisquare for SD**. Click on the pencil icon and enter the range of sample data, such as A1:A24. Click **OK** to proceed.

**TI-83/84 PLUS** The TI-83/84 Plus calculator does not test hypotheses about \(\sigma\) or \(\sigma^2\) directly, but the program **S2TEST** can be used. That program was written by Michael Lloyd of Henderson State University, and it can be downloaded from www.aw.com/Triola. The program S2TEST uses the program **ZZINEWT**, so that program must also be installed. After storing the programs on the calculator, press the **PRGM** key, select **S2TEST**, and enter the claimed variance \(\sigma^2\), the sample variance \(s^2\), and the sample size \(n\). Select the format used for the alternative hypothesis and press the **ENTER** key. The \(P\)-value will be displayed.

*Critical values of \(\chi^2\):* To find critical values of \(\chi^2\), use the program **invx2** that is on the CD included with this book.

8-6 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Normality Requirement** Hypothesis tests of claims about the population mean or population standard deviation both require a simple random sample from a normally distributed population. How does the normality requirement for a hypothesis test of a claim about a standard deviation differ from the normality requirement for a hypothesis test of a claim about a mean?
2. **Confidence Interval Method of Hypothesis Testing** There is a claim that the lengths of men’s hands have a standard deviation less than 200 mm. You plan to test that claim with a 0.01 significance level by constructing a confidence interval. What level of confidence should be used for the confidence interval? Will the conclusion based on the confidence interval be the same as the conclusion based on a hypothesis test that uses the traditional method or the P-value method?

3. **Requirements** There is a claim that daily rainfall amounts in Boston have a standard deviation equal to 0.25 in. Sample data show that daily rainfall amounts are from a population with a distribution that is very far from normal. Can the use of a very large sample compensate for the lack of normality, so that the methods of this section can be used for the hypothesis test?

4. **Testing a Claim About a Variance** There is a claim that men have foot breadths with a variance equal to 36 mm$^2$. Is a hypothesis test of the claim that the variance is equal to 36 mm$^2$ equivalent to a test of the claim that the standard deviation is equal to 6 mm?

**Finding Test Components.** *In Exercises 5–8, find the test statistic and critical value(s). Also, use Table A-4 to find limits containing the P-value, then determine whether there is sufficient evidence to support the given alternative hypothesis.*

5. **Birth Weights** $H_0: \sigma = 696$ g, $\alpha = 0.05$, $n = 25$, $s = 645$ g.

6. **Supermodel Weights** $H_1: \sigma < 29$ lb, $\alpha = 0.05$, $n = 8$, $s = 7.5$ lb.

7. **Customer Waiting Times** $H_1: \sigma > 3.5$ minutes, $\alpha = 0.01$, $n = 15$, $s = 4.8$ minutes.

8. **Precipitation Amounts** $H_0: \sigma = 0.25$, $\alpha = 0.01$, $n = 26$, $s = 0.18$.

**Testing Claims About Variation.** *In Exercises 9–20, test the given claim. Assume that a simple random sample is selected from a normally distributed population. Use either the P-value method or the traditional method of testing hypotheses unless your instructor indicates otherwise.*

9. **Weights of Pennies** The examples in this section involved the claim that post-1983 pennies have weights with a standard deviation less than 0.0230 g. Data Set 20 in Appendix B includes the weights of a simple random sample of pre-1983 pennies, and that sample has a standard deviation of 0.03910 g. Use a 0.05 significance level to test the claim that pre-1983 pennies have weights with a standard deviation greater than 0.0230 g. Based on these results and those found in Example 1, does it appear that weights of pre-1983 pennies vary more than those of post-1983 pennies?

10. **Pulse Rates of Men** A simple random sample of 40 men results in a standard deviation of 11.3 beats per minute (based on Data Set 1 in Appendix B). The normal range of pulse rates of adults is typically given as 60 to 100 beats per minute. If the range rule of thumb is applied to that normal range, the result is a standard deviation of 10 beats per minute. Use the sample results with a 0.05 significance level to test the claim that pulse rates of men have a standard deviation greater than 10 beats per minute.

11. **Cigarette Tar** A simple random sample of 25 filtered 100 mm cigarettes is obtained, and the tar content of each cigarette is measured. The sample has a standard deviation of 3.7 mg (based on Data Set 4 in Appendix B). Use a 0.05 significance level to test the claim that the tar content of filtered 100 mm cigarettes has a standard deviation different from 3.2 mg, which is the standard deviation for unfiltered king size cigarettes.

12. **Weight Loss from Diet** When 40 people used the Weight Watchers diet for one year, their weight loss had a standard deviation of 4.9 lb (based on data from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Reduction,” by Dansinger, et al., *Journal of the American Medical Association*, Vol. 293, No. 1). Use a 0.01 significance level to test the claim that the amounts of weight loss have a standard
deviation equal to 6.0 lb, which appears to be the standard deviation for the amounts of weight loss with the Zone diet.

13. Heights of Supermodels The heights are measured for the simple random sample of supermodels Crawford, Bundchen, Pestova, Christenson, Hume, Moss, Campbell, Schiffer, and Taylor. Those heights have a mean of 70.0 in. and a standard deviation of 1.5 in. Use a 0.05 significance level to test the claim that supermodels have heights with a standard deviation less than 2.5 in., which is the standard deviation for heights of women from the general population. What does the conclusion reveal about heights of supermodels?

14. Statistics Test Scores Tests in the author’s statistics classes have scores with a standard deviation equal to 14.1. One of his last classes had 27 test scores with a standard deviation of 9.3. Use a 0.01 significance level to test the claim that this class has less variation than other past classes. Does a lower standard deviation suggest that this last class is doing better?

15. Pulse Rates of Women A simple random sample of pulse rates of 40 women results in a standard deviation of 12.5 beats per minute (based on Data Set 1 in Appendix B). The normal range of pulse rates of adults is typically given as 60 to 100 beats per minute. If the range rule of thumb is applied to that normal range, the result is a standard deviation of 10 beats per minute. Use the sample results with a 0.05 significance level to test the claim that pulse rates of women have a standard deviation equal to 10 beats per minute.

16. Analysis of Pennies In an analysis investigating the usefulness of pennies, the cents portions of 100 randomly selected credit card charges are recorded, and they have a mean of 47.6 cents and a standard deviation of 33.5 cents. If the amounts from 0 cents to 99 cents are all equally likely, the mean is expected to be 49.5 cents and the population standard deviation is expected to be 28.866 cents. Use a 0.01 significance level to test the claim that the sample is from a population with a standard deviation equal to 28.866 cents. If the amounts from 0 cents to 99 cents are all equally likely, is the requirement of a normal distribution satisfied? If not, how does that affect the conclusion?

17. BMI for Miss America Listed below are body mass indexes (BMI) for recent Miss America winners. Use a 0.01 significance level to test the claim that recent Miss America winners are from a population with a standard deviation of 1.34, which was the standard deviation of BMI for winners from the 1920s and 1930s. Do recent winners appear to have variation that is different from that of the 1920s and 1930s?

19. Aircraft Altimeters The Skytek Avionics company uses a new production method to manufacture aircraft altimeters. A simple random sample of new altimeters resulted in errors listed below. Use a 0.05 level of significance to test the claim that the new production method has errors with a standard deviation greater than 32.2 ft, which was the standard deviation for the old production method. If it appears that the standard deviation is greater, does the new production method appear to be better or worse than the old method? Should the company take any action?

8-6  Testing a Claim About a Standard Deviation or Variance 449
20. Playing Times of Popular Songs Listed below are the playing times (in seconds) of songs that were popular at the time of this writing. (The songs are by Timbalake, Furtado, Daughtry, Stefani, Fergie, Akon, Ludacris, Beyonce, Nickelback, Rihanna, Fray, Lavigne, Pink, Mims, Mumidee, and Omarion.) Use a 0.05 significance level to test the claim that the songs are from a population with a standard deviation less than one minute.

448 242 231 246 246 293 280 227 244 213 262 239 213 258 255 257

8-6 Beyond the Basics

21. Finding Critical Values of $\chi^2$ For large numbers of degrees of freedom, we can approximate critical values of $\chi^2$ as follows:

$$\chi^2 = \frac{1}{2} \left( z + \sqrt{2k - 1} \right)^2$$

Here $k$ is the number of degrees of freedom and $z$ is the critical value, found in Table A-2. For example, if we want to approximate the two critical values of $\chi^2$ in a two-tailed hypothesis test with $\alpha = 0.01$ and a sample size of 100, we let $k = 99$ with $z = -2.575$ followed by $k = 99$ and $z = 2.575$. Use this approximation to estimate the critical values of $\chi^2$ in a two-tailed hypothesis test with $n = 100$ and $\alpha = 0.01$. Use this approach to find the critical values for Exercise 16.

22. Finding Critical Values of $\chi^2$ Repeat Exercise 21 using this approximation (with $k$ and $z$ as described in Exercise 21):

$$\chi^2 = k \left( 1 - \frac{2}{9k} + z \sqrt{\frac{2}{9k}} \right)^3$$

Review

Two major activities of statistics are estimating population parameters (as with confidence intervals) and hypothesis testing. In this chapter we presented basic methods for testing claims about a population proportion, population mean, or population standard deviation (or variance).

In Section 8-2 we presented the fundamental components of a hypothesis test: null hypothesis, alternative hypothesis, test statistic, critical region, significance level, critical value, $P$-value, type I error, and type II error. We also discussed two-tailed tests, left-tailed tests, right-tailed tests, and the statement of conclusions. We used those components in identifying three different methods for testing hypotheses:

1. The $P$-value method (summarized in Figure 8-8)
2. The traditional method (summarized in Figure 8-9)
3. Confidence intervals (discussed in Chapter 7)

In Sections 8-3 through 8-6 we discussed specific methods for dealing with different parameters. Because it is so important to be correct in selecting the distribution and test statistic, we provide Table 8-3, which summarizes the hypothesis testing procedures of this chapter.
Table 8-3  Hypothesis Tests

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Requirements: Simple Random Sample and . . .</th>
<th>Distribution and Test Statistic</th>
<th>Critical and P-Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion</td>
<td>( np \geq 5 ) and ( nq \geq 5 )</td>
<td>Normal: ( z = \frac{\hat{p} - p}{\sqrt{pq/n}} )</td>
<td>Table A-2</td>
</tr>
<tr>
<td>Mean</td>
<td>( \sigma ) known and normally distributed population ( \text{or} ) ( \sigma ) known and ( n &gt; 30 )</td>
<td>Normal: ( z = \frac{x - \mu}{\sigma / \sqrt{n}} )</td>
<td>Table A-2</td>
</tr>
<tr>
<td></td>
<td>( \sigma ) not known and normally distributed population ( \text{or} ) ( \sigma ) not known and ( n &gt; 30 )</td>
<td>Student ( t: t = \frac{x - \mu}{s / \sqrt{n}} )</td>
<td>Table A-3</td>
</tr>
<tr>
<td></td>
<td>Population not normally distributed and ( n \leq 30 )</td>
<td>Use a nonparametric method or bootstrapping</td>
<td></td>
</tr>
<tr>
<td>Standard Deviation or Variance</td>
<td>Population normally distributed</td>
<td>Chi-square: ( \chi^2 = \frac{(n-1)s^2}{\sigma^2} )</td>
<td>Table A-4</td>
</tr>
</tbody>
</table>

### Statistical Literacy and Critical Thinking

1. **Interpreting P-Values** Using 52 rainfall amounts for Sundays in Boston, a test of the claim that \( \mu > 0 \text{ in.} \) results in a \( P \)-value of 0.0091. What does the \( P \)-value suggest about the claim? In general, what does the following memory aid suggest about the interpretation of \( P \)-values: “If the \( P \) is low, the null must go. If the \( P \) is high, the null will fly.”

2. **Practical Significance** A very large simple random sample consists of the differences between the heights of the first-born male child and the second-born male child. With \( n = 295,362 \), \( \bar{x} = 0.019 \text{ in.} \), and \( s = 3.91 \text{ in.} \), a test of the claim that \( \mu > 0 \text{ in.} \) results in a \( P \)-value of 0.0041. Is there statistical significance? Is there practical significance? Explain.

3. **Voluntary Response Sample** Some magazines and newspapers conduct polls in which the sample results are a voluntary response sample. What is a voluntary response sample? In general, can such a voluntary response sample be used with a hypothesis test to make a valid conclusion about the larger population?

4. **Robust** What does it mean when we say that a particular method of hypothesis testing is robust against departures from normality? Is the \( t \) test of a population mean robust against departures from normality? Is the \( \chi^2 \) test of a population standard deviation robust against departures from normality?

### Chapter Quick Quiz

1. Identify the null and alternative hypotheses resulting from the claim that the proportion of males is greater than 0.5. Express those hypotheses in symbolic form.

2. If a population has a normal distribution, which distribution is used to test the claim that \( \mu < 98.6 \), given a sample of 25 values with a sample mean of 98.2 and a sample standard deviation of 0.62? (normal, \( t \), chi-square, binomial, uniform)
3. If a population has a normal distribution, which distribution is used to test the claim that a population has a standard deviation equal to 0.75, given a sample of 25 values with a sample mean of 98.2 and a sample standard deviation of 0.62? (normal, t, chi-square, binomial, uniform)

4. True or false: In hypothesis testing, it is never valid to form a conclusion of supporting the null hypothesis.

5. Find the P-value in a test of the claim that a population mean is equal to 100, given that the test statistic is $z = 1.50$.

6. Find the test statistic obtained when testing the claim that $p = 0.4$ when given sample data consisting of $n = 30$ successes among $n = 100$ trials.

7. Find the critical value(s) obtained when using a 0.05 significance level for testing the claim that $\mu = 100$ when given sample data consisting of $\bar{x} = 90$, $s = 10$, and $n = 20$.

8. Find the P-value obtained when testing the claim that $p = 0.75$ when given sample data resulting in a test statistic of $z = 1.20$.

9. What is the final conclusion obtained when testing the claim that $p > 0.25$, given that the P-value is 0.5555?

10. True or false: If correct methods of hypothesis testing are used with a large simple random sample, the conclusion will always be correct.

---

### Review Exercises

1. **Rate of Smoking** A simple random sample of 1088 adults between the ages of 18 and 44 is conducted. It is found that 261 of the 1088 adults smoke (based on data from the National Health Interview Survey). Use a 0.05 significance level to test the claim that less than $\frac{1}{4}$ of such adults smoke.

2. **Graduation Rate** A simple random sample is conducted of 1486 college students who are seeking bachelor’s degrees, and it includes 802 who earned bachelor’s degrees within five years. Use a 0.01 significance level to test the claim that most college students earn bachelor’s degrees within five years.

3. **Weights of Cars** When planning for construction of a parkway, engineers must consider the weights of cars to be sure that the road surface is strong enough. A simple random sample of 32 cars yields a mean of 3605.3 lb and a standard deviation of 501.7 lb (based on Data Set 16 in Appendix B). Use a 0.01 significance level to test the claim that the mean weight of cars is less than 3700 lb. When considering weights of cars for the purpose of constructing a road that is strong enough, is it the mean that is most relevant? If not, what weight is most relevant?

4. **Weights of Cars** Repeat Exercise 3 by assuming that weights of cars have a standard deviation known to be 520 lb.

5. **Herb Consumption** Among 30,617 randomly selected adults, 5787 consumed herbs within the past 12 months (based on data from “Use of Herbs Among Adults Based on Evidence-Based Indications: Findings From the National Health Survey,” by Bardia, et al., Mayo Clinic Proceedings, Vol. 82, No. 5). Use a 0.01 significance level to test the claim that fewer than 20% of adults consumed herbs within the past 12 months.

6. **Are Thinner Aluminum Cans Weaker?** An axial load of an aluminum can is the maximum weight that the sides can support before collapsing. The axial load is an important measure, because the top lids are pressed onto the sides with pressures that vary between 158 lb and 165 lb. Pepsi experimented with thinner aluminum cans, and a random sample of 175 of the thinner cans has axial loads with a mean of 267.1 lb and a standard deviation of 22.1 lb. Use a 0.01 significance level to test the claim that the thinner cans have a mean axial load that is less than 281.8 lb, which is the mean axial load of the thicker cans that were then in use. Do the thinner cans appear to be strong enough so that they are not crushed when the top lids are pressed onto the sides?
7. Random Generation of Data The TI-83/84 Plus calculator can be used to generate random data from a normally distributed population. The command \texttt{randNorm(74, 12.5, 100)} generates 100 values from a normally distributed population with \( \mu = 74 \) and \( \sigma = 12.5 \) (for pulse rates of women). One such generated sample of 100 values has a mean of 74.4 and a standard deviation of 11.7. Assume that \( \sigma \) is known to be 12.5 and use a 0.05 significance level to test the claim that the sample actually does come from a population with a mean equal to 74. Based on the results, does it appear that the calculator's random number generator is working correctly?

8. Random Generation of Data Repeat Exercise 7 without making the assumption that the population standard deviation is known.

9. Random Generation of Data Use the sample results from Exercise 7 to test the claim that the generated values are from a population with a standard deviation equal to 12.5. Use a 0.05 significance level.

10. Weights of Cars A simple random sample of 32 cars yields a mean weight of 3605.3 lb, a standard deviation of 501.7 lb, and the sample weights appear to be from a normally distributed population (based on Data Set 16 in Appendix B). Use a 0.01 significance level to test the claim that the standard deviation of the weights of cars is less than 520 lb.

1. Olympic Winners Listed below are the winning times (in seconds) of women in the 100-meter dash for consecutive summer Olympic games, listed in order by year. Assume that the times are sample data from a larger population. Find the values of the indicated statistics.

\[
11.07 \quad 11.08 \quad 11.06 \quad 10.97 \quad 10.54 \quad 10.82 \quad 10.94 \quad 10.75 \quad 10.93
\]

a. Mean.
b. Median.
c. Standard deviation.
d. Variance.
e. Range.

2. Olympic Winners Exercise 1 lists the winning times (in seconds) of women in the 100-meter dash for consecutive summer Olympic games.

a. What is the level of measurement of the data? (nominal, ordinal, interval, ratio)
b. Are the values discrete or continuous?
c. Do the values constitute a simple random sample?
d. What important characteristic of the data is not considered when finding the sample statistics indicated in Exercise 1?
e. Which of the following graphs is most helpful in understanding important characteristics of the data: stemplot, boxplot, histogram, pie chart, time series plot, Pareto chart?

3. Confidence Interval for Olympic Winners Use the sample values given in Exercise 1 to construct a 95\% confidence interval estimate of the population mean. Assume that the population has a normal distribution. Can the result be used to estimate winning times in the future? Why or why not?

4. Hypothesis Test for Olympic Winners Use the sample values given in Exercise 1 to test the claim that the mean winning time is less than 11 sec. Use a 0.05 significance level. What can we conclude about winning times in the future?

5. Histogram Minitab is used to construct a histogram of the weights of a simple random sample of M&M candies, and the result is shown on the next page.

a. Does the sample appear to be from a population with a normal distribution?
b. How many sample values are represented in the histogram?
c. What is the class width used in the histogram?
d. Use the histogram to estimate the mean weight.
e. Can the histogram be used to identify the exact values in the original list of sample data?

MINITAB

6. Histogram Minitab is used to generate a histogram of the outcomes from 100 rolls of a die. What is wrong with the graph?

MINITAB

7. Frequency Distribution Refer to the histogram provided for Exercise 6 and construct the frequency distribution that summarizes the outcomes. Then find the mean of the 100 outcomes.

8. Probability in Hypothesis Tests A hypothesis test is conducted with a 0.05 significance level, so that there is a 0.05 probability of making the mistake of rejecting a true null hypothesis. If two different independent hypothesis tests are conducted with a 0.05 significance level, what is the probability that both conclusions are mistakes of rejecting a true null hypothesis?

9. Sitting Eye Heights When designing a movie theater with stadium seating, engineers decide to consider the sitting eye heights of women. Those heights have a mean of 739 mm and a standard deviation of 33 mm and they are normally distributed (based on anthropometric survey data from Gordon, Churchill, Clauser).
a. For a randomly selected woman, what is the probability that she has a sitting eye height less than 700 mm?
b. What percentage of women have a sitting eye height greater than 750 mm?
c. For 50 randomly selected women, what is the probability that their mean sitting height is less than 730 mm?
d. For sitting heights of women, find the value of $P_{90}$, which is the 90th percentile.

10. Sitting Eye Heights: Testing for Normality Listed below is a simple random sample of sitting eye heights (in mm) of men (based on anthropometric survey data from Gordon, Churchill, Clauser). Determine whether these sample heights appear to come from a population with a normal distribution. Explain.
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Is the mean weight of discarded plastic less than 2 lb?

This project involves a large data set and a simulation method as a different way to test hypotheses.

**a.** Using the sample weights of discarded plastic from Data Set 22 in Appendix B, test the claim that the mean weight of plastic discarded in a week is less than 2 lb. Use a 0.05 significance level.

**b.** The basic idea underlying a hypothesis test is the rare event rule for inferential statistics first introduced in Chapter 4. Using that rule, we need to determine whether a sample mean is “unusual” or if it can easily occur by chance. Make that determination using simulations. Repeatedly generate samples of 62 weights from a normally distributed population having the assumed mean of 2 lb (as in the null hypothesis). (For the standard deviation, use $s$ found from Data Set 22.) Then, based on the sample means that are found, determine whether a sample mean such as the one found from Data Set 22 is “unusual” or can easily occur by chance. If a sample mean such as the one found from Data Set 22 (or a lower sample mean) is found in fewer than 5% of the simulated samples, conclude that the sample mean from Data Set 22 cannot easily occur by chance, so there is sufficient evidence to support the claim that the mean is less than 2 lb. Generate enough samples to be reasonably confident in determining that a sample mean such as the one obtained from Data Set 22 (or any lower sample mean) is unusual or can easily occur by chance. Record all of your results. What do these results suggest about the claim that the mean weight of discarded plastic is less than 2 lb?

For part (b), use STATDISK, Minitab, Excel, the TI-83/84 Plus calculator, or any other technology that can randomly generate data from a normally distributed population with a given mean and standard deviation. Here are instructions for generating random values from a normally distributed population.

**STATDISK:**
Click on **Data**, then click on **Normal Generator**. Fill in the dialog box, then click on **Generate**. Use Copy/Paste to copy the data to the Sample Editor window, then select **Data** and **Descriptive Statistics** to find the sample mean.

**Minitab:**
Click on the main menu item of **Calc**, then click on **Random Data**, then **Normal**. In the dialog box, enter the sample size for the number of rows to be generated, enter C1 for the column in which data will be stored, enter the mean and standard deviation, then click **OK**. Find the sample mean by selecting **Stat**, **Basic Statistics**, then **Display Descriptive Statistics**.

**Excel:**
If using Excel 2003, click on **Tools**, then select **Data Analysis**; if using Excel 2010 or Excel 2007, click on **Data**, then select **Data Analysis**. In the Data Analysis window, select **Random Number Generation** and click **OK**. In the dialog box, enter 1 for the number of variables, enter the desired sample size for the number of random numbers, select the distribution option of **Normal**, enter the mean and standard deviation, then click **OK**. Find the sample mean by selecting **Descriptive Statistics**, which is in the Data Analysis window. In the Descriptive Statistics window, enter the range of values (such as A1:A62) and be sure to click on the box identified as **Summary Statistics**.

**TI-83/84 Plus:**
Press **2nd** and then select **PRB** and select the menu item of **randNorm(**. Press **Enter**, then enter the mean, standard deviation, and sample size. For example, to generate 62 weights from a normally distributed population with a mean of 2 and a standard deviation of 15, the entry should be randNorm(2, 15, 62). Press **Enter**, then store the sample values in list L1 by pressing **Y1**. Now find the mean of the sample values in L1 by pressing **Stat** and selecting **CALC**, selecting the first menu item of **1-VAR Stats**, and entering L1.
Hypothesis Testing

Go to: http://www.aw.com/triola

This chapter introduced the methodology behind hypothesis testing, an essential technique of inferential statistics. This Internet Project will have you conduct tests using a variety of data sets in different areas of study. For each subject, you will be asked to

- collect data available on the Internet.
- formulate a null and alternative hypothesis based on a given question.

Locate the Internet Project for this chapter. There you will find guided investigations in the fields of education, economics, and sports, and a classical example from the physical sciences.

APPLET PROJECT

The CD included with this book contains applets designed to help visualize various concepts. Open the Applets folder on the CD and double-click on Start. Select the menu item of Hypothesis test for a proportion.

Conduct the simulations based on the hypothesis test in Examples 1 and 2 from Section 8-3. Write a brief explanation of what the applet does, and what the results show. Include a printout of the results.

Critical Thinking: Analyzing Poll Results

On the day that this project was written, AOL conducted an Internet poll and asked users to respond to this question: “Where do you live?” If a user chose to respond, he or she could choose either “urban area” or “rural area.” Results included 51,318 responses of “urban area” and 37,888 responses of “rural area.”

Analyzing the Results

a. Use the given poll results with a 0.01 significance level to test the claim that most people live in urban areas.

b. Which of the following best describes the sample: Convenience, simple random sample, random sample, voluntary response sample, stratified sample, cluster sample?

c. Considering the sampling method used, does the hypothesis test from Part (a) appear to be valid?

d. Given that the size of the sample is extremely large, can this sample size compensate for a poor method of sampling?

e. What valid conclusion can be made from the sample results? Based on the sample results, can we conclude anything about the whole population?
1. **In-class activity** Without using any measuring device, each student should draw a line believed to be 3 in. long and another line believed to be 3 cm long. Then use rulers to measure and record the lengths of the lines drawn. Find the means and standard deviations of the two sets of lengths. Test the claim that the lines estimated to be 3 in. have a mean length that is equal to 3 in. Test the claim that the lines estimated to be 3 cm have a mean length that is equal to 3 cm. Compare the results. Do the estimates of the 3-in. line appear to be more accurate than those for the 3-cm line?

2. **In-class activity** Assume that a method of gender selection can affect the probability of a baby being a girl, so that the probability becomes \( \frac{1}{4} \). Each student should simulate 20 births by drawing 20 cards from a shuffled deck. Replace each card after it has been drawn, then reshuffle. Consider the hearts to be girls and consider all other cards to be boys. After making 20 selections and recording the “genders” of the babies, use a 0.10 significance level to test the claim that the proportion of girls is equal to \( \frac{1}{4} \). How many students are expected to get results leading to the wrong conclusion that the proportion is not \( \frac{1}{4} \)? How does that relate to the probability of a type I error? Does this procedure appear to be effective in identifying the effectiveness of the gender-selection method? (If decks of cards are not available, use some other way to simulate the births, such as using the random number generator on a calculator or using digits from phone numbers or social security numbers.)

3. **Out-of-class activity** Groups of three or four students should go to the library and collect a sample consisting of the ages of books (based on copyright dates). Plan and describe the sampling plan, execute the sampling procedure, then use the results to estimate the mean of the ages of all books in the library.

4. **In-class activity** Each student should write an estimate of the age of the current President of the United States. All estimates should be collected and the sample mean and standard deviation should be calculated. Then test the hypothesis that the mean of all such estimates is equal to the actual current age of the President.

5. **In-class activity** A class project should be designed to conduct a test in which each student is given a taste of Coke and a taste of Pepsi. The student is then asked to identify which sample is Coke. After all of the results are collected, test the claim that the success rate is better than the rate that would be expected with random guesses.

6. **In-class activity** Each student should estimate the length of the classroom. The values should be based on visual estimates, with no actual measurements being taken. After the estimates have been collected, measure the length of the room, then test the claim that the sample mean is equal to the actual length of the classroom. Is there a “collective wisdom,” whereby the class mean is approximately equal to the actual room length?

7. **Out-of-class activity** Using a wristwatch that is reasonably accurate, set the time to be exact. Use a radio station or telephone time report which states that “at the tone, the time is . . . ” If you cannot set the time to the nearest second, record the error for the watch you are using. Now compare the time on your watch to the time on others. Record the errors with positive signs for watches that are ahead of the actual time and negative signs for those watches that are behind the actual time. Use the data to test the claim that the mean error of all wristwatches is equal to 0. Do we collectively run on time, or are we early or late? Also test the claim that the standard deviation of errors is less than 1 min. What are the practical implications of a standard deviation that is excessively large?

8. **In-class activity** In a group of three or four people, conduct an ESP experiment by selecting one of the group members as the subject. Draw a circle on one small piece of paper and draw a square on another sheet of the same size. Repeat this experiment 20 times: Randomly select the circle or the square and place it in the subject’s hand behind his or her back so that it cannot be seen, then ask the subject to identify the shape (without looking at it); record
whether the response is correct. Test the claim that the subject has ESP because the proportion of correct responses is greater than 0.5.

9. **In-class activity** After dividing into groups with sizes between 10 and 20 people, each group member should record the number of heartbeats in a minute. After calculating $\bar{x}$ and $s$, each group should proceed to test the claim that the mean is greater than 60, which is the author’s result. (When people exercise, they tend to have lower pulse rates, and the author runs five miles a few times each week. What a guy.)

10. **Out-of-class activity** As part of a Gallup poll, subjects were asked “Are you in favor of the death penalty for persons convicted of murder?” Sixty-five percent of the respondents said that they were in favor, while 27% were against and 8% had no opinion. Use the methods of Section 7-2 to determine the sample size necessary to estimate the proportion of students at your college who are in favor. The class should agree on a confidence level and margin of error. Then divide the sample size by the number of students in the class, and conduct the survey by having each class member ask the appropriate number of students at the college. Analyze the results to determine whether the students differ significantly from the results found in the Gallup poll.

11. **Out-of-class activity** Each student should find an article in a professional journal that includes a hypothesis test of the type discussed in this chapter. Write a brief report describing the hypothesis test and its role in the context of the article.

12. **In-class activity** Adult males have sitting heights with a mean of 91.4 cm and a standard deviation of 3.6 cm, and adult females have sitting heights with a mean of 85.2 cm and a standard deviation of 3.5 cm (based on anthropometric survey data from Gordon, Churchill, et al.). Collect sample data in class by measuring sitting heights and conduct appropriate hypothesis tests to determine whether there are significant differences from the population parameters.
This chapter introduced methods for testing claims about population proportions, population means, and population standard deviations or variances. Such hypothesis tests can be conducted by using StatCrunch, as follows.

**StatCrunch Procedure for Testing Hypotheses**

1. Sign into StatCrunch, then click on Open StatCrunch.
2. Click on Stat.
3. In the menu of items that appears, make the selection based on the parameter used in the claim being tested. Use this guide:
   - Proportion: Select Proportions.
   - Mean, with $\sigma$ not known: Select T statistics.
   - Mean, with $\sigma$ known: Select Z statistics.
   - Variance (or standard deviation): Select Variance.
4. After selecting the appropriate menu item in Step 3, choose the option of One Sample. (The methods of this chapter apply to one sample, but Chapter 9 will deal with two samples.)
5. Now select either "with data" or "with summary." (The choice of "with data" indicates that you have the original data values listed in StatCrunch; the choice of "with summary" indicates that you have the required summary statistics.)
6. You will now see a screen that requires entries. Make those entries, then click on Next.
7. In the next screen, you can choose between conducting a hypothesis test or constructing a confidence interval. The default is to conduct a hypothesis test. Enter the value used in the null hypothesis and select the format of the alternative hypothesis. (Select $\neq$ for a two-tailed test, select $<$ for a left-tailed test, or select $>$ for a right-tailed test.)
8. Click on Calculate and results will be displayed. The results include the test statistic and $P$-value. Because $P$-values are given instead of critical values, the $P$-value method of hypothesis testing is used. (For very small $P$-values, instead of providing a specific number for the $P$-value, there may be an indication that the $P$-value is $< 0.0001$.)

**Projects**

Use StatCrunch with a 0.05 significance level to test the given claim.

1. Test the claim that a population proportion is 0.6, given sample data consisting of 40 successes among 100 trials.
2. Test the claim that the mean body temperature is less than 98.6 degrees, given the following sample values randomly selected from Data Set 2 in Appendix B:
   - 97.3
   - 99.5
   - 98.7
   - 98.6
   - 98.2
   - 96.5
   - 98.0
   - 98.9
3. Test the claim that the mean pulse rate of males is less than 72 beats per minute. Use the sample data given in Data Set 1 in Appendix B. That data set can be opened in StatCrunch by clicking on Explore, Groups, selecting Triola Elementary Statistics (11th Edition), clicking on 25 Data Sets near the top then selecting Health Exam Results (Males).
4. Test the claim that the mean pulse rate of females is greater than 70 beats per minute. Use the sample data given in Data Set 1 in Appendix B. That data set can be opened in StatCrunch by clicking on Explore, Groups, selecting Triola Elementary Statistics (11th Edition), clicking on 25 Data Sets near the top, then selecting Health Exam Results (Females).
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Inferences from Two Samples
There is a popular belief that college students typically gain 15 lb (or 6.8 kg) during their freshman year. This 15 lb weight gain has been deemed the “Freshman 15.” Reasonable explanations for this phenomenon include the new stresses of college life (not including a statistics class, which is just plain fun), new eating habits, increased levels of alcohol consumption, less free time for physical activities, cafeteria food with an abundance of fat and carbohydrates, the new freedom to choose among a variety of foods (including sumptuous pizzas that are just a phone call away), and a lack of sleep that results in lower levels of leptin, which helps regulate appetite and metabolism. But is the Freshman 15 real, or is it a myth that has been perpetuated through anecdotal evidence and/or flawed data?

Several studies have focused on the credibility of the Freshman 15 belief. We will consider results from one reputable study with results published in the article “Changes in Body Weight and Fat Mass of Men and Women in the First Year of College: A Study of the ‘Freshman 15,'” by Daniel Hoffman, Peggy Policastro, Virginia Quick, and Soo-Kyung Lee, Journal of American College Health, Vol. 55, No. 1. The authors of that article have provided the data from their study, and much of it is listed in Data Set 3 in Appendix B. If you examine the weights in Data Set 3, you should note the following:

- The weights in Data Set 3 are in kilograms, not pounds, and 15 lb is equivalent to 6.8 kg. The “Freshman 15 (pounds)” is equivalent to the “Freshman 6.8 kilograms.”
- Data Set 3 includes two weights for each of the 67 study subjects. Each subject was weighed in September of the freshman year, and again in April of the freshman year. These two measurements were made at the beginning and end of the seven months of campus life that passed between the measurements. It is important to recognize that each individual pair of before and after measurements is from the same student, so the lists of 67 before weights and 67 after weights constitute paired data from the 67 subjects in the study.
- Because the “Freshman 15” refers to weight gained, we will use weight changes in this format:
  \[(\text{April weight}) - (\text{September weight})\]
  If a student does gain 15 lb, the value of \((\text{April weight}) - (\text{September weight})\) is 15 lb, or 6.8 kg. (A negative weight “gain” indicates that the student lost weight.)

The published article about the Freshman 15 study includes some limitations, including these:

1. All subjects volunteered for the study.
2. All of the subjects were attending Rutgers, the State University of New Jersey.

The “Freshman 15” constitutes a claim made about the population of college students. If we use \(\mu_d\) to denote the mean of the \((\text{April weight}) - (\text{September weight})\) differences for college students during their freshman year, the “Freshman 15” is the claim that \(\mu_d = 15\ \text{lb or } \mu_d = 6.8\ \text{kg.}\) Because the sample weights are measured in kilograms, we will consider the claim to be \(\mu_d = 6.8\ \text{kg.}\) Later in this chapter, a formal hypothesis test will be used to test this claim. We will then be able to reach one of two possible conclusions: Either there is sufficient evidence to warrant rejection of the claim that \(\mu_d = 6.8\ \text{kg (so the “Freshman 15” is rejected), or we will conclude that there is not sufficient evidence to warrant rejection of the claim that } \mu_d = 6.8\ \text{kg (so the “Freshman 15” cannot be rejected). We will then be able to determine whether or not the Freshman 15 is a myth.}
9-1 Review and Preview

In Chapters 7 and 8 we introduced methods of inferential statistics. In Chapter 7 we presented methods of constructing confidence interval estimates of population parameters. In Chapter 8 we presented methods of testing claims made about population parameters. Chapters 7 and 8 both involved methods for dealing with a sample from a single population. The objective of this chapter is to extend the methods for estimating values of population parameters and the methods for testing hypotheses to situations involving two sets of sample data instead of just one. The following are examples typical of those found in this chapter, which presents methods for using sample data from two populations so that inferences can be made about those populations.

- Test the claim that when college students are weighed at the beginning and end of their freshman year, the differences show a mean weight gain of 15 pounds (as in the “Freshman 15” belief).
- Test the claim that the proportion of children who contract polio is less for children given the Salk vaccine than for children given a placebo.
- Test the claim that subjects treated with Lipitor have a mean cholesterol level that is lower than the mean cholesterol level for subjects given a placebo.

Because there are many studies involving a comparison of two samples, the methods of this chapter apply to a wide variety of real situations.

9-2 Inferences About Two Proportions

Key Concept In this section we present methods for (1) testing a claim made about the two population proportions and (2) constructing a confidence interval estimate of the difference between the two population proportions. This section is based on proportions, but we can use the same methods for dealing with probabilities or the decimal equivalents of percentages.

Objectives

Test a claim about two population proportions or construct a confidence interval estimate of the difference between two population proportions.

Notation for Two Proportions

For population 1 we let

- \( p_1 = \text{population proportion} \)
- \( n_1 = \text{size of the sample} \)
- \( x_1 = \text{number of successes in the sample} \)

\[ \hat{p}_1 = \frac{x_1}{n_1} \] (sample proportion)

\[ \hat{q}_1 = 1 - \hat{p}_1 \] (complement of \( \hat{p}_1 \))

The corresponding notations \( p_2, n_2, x_2, \hat{p}_2, \) and \( \hat{q}_2 \) apply to population 2.
**Pooled Sample Proportion**

The pooled sample proportion is denoted by \( \bar{p} \) and is given by:

\[
\bar{p} = \frac{x_1 + x_2}{n_1 + n_2}
\]

\[
\bar{q} = 1 - \bar{p}.
\]

**Requirements**

1. The sample proportions are from two simple random samples that are independent. (Samples are independent if the sample values selected from one population are not related to or somehow naturally paired or matched with the sample values selected from the other population.)

2. For each of the two samples, the number of successes is at least 5 and the number of failures is at least 5. (That is, \( np \geq 5 \) and \( nq \geq 5 \) for each of the two samples.)

**Test Statistic for Two Proportions (with \( H_0: p_1 = p_2 \))**

\[
z = \frac{(\hat{p}_1 - \hat{p}_2) - (p_1 - p_2)}{\sqrt{\frac{\bar{p} \bar{q}}{n_1} + \frac{\bar{p} \bar{q}}{n_2}}}
\]

where \( p_1 - p_2 = 0 \) (assumed in the null hypothesis)

\[
\hat{p}_1 = \frac{x_1}{n_1} \quad \text{and} \quad \hat{p}_2 = \frac{x_2}{n_2} \quad \text{sample proportions}
\]

\[
\bar{p} = \frac{x_1 + x_2}{n_1 + n_2} \quad \text{(pooled sample proportion)} \quad \text{and} \quad \bar{q} = 1 - \bar{p}
\]

**P-value:**
Use Table A-2. (Use the computed value of the test statistic \( z \) and find the \( P \)-value by following the procedure summarized in Figure 8-5.)

**Critical values:**
Use Table A-2. (Based on the significance level \( \alpha \), find critical values by using the same procedures introduced in Section 8-2.)

**Confidence Interval Estimate of \( p_1 - p_2 \)**

The confidence interval estimate of the difference \( p_1 - p_2 \) is:

\[
(\hat{p}_1 - \hat{p}_2) - E < (p_1 - p_2) < (\hat{p}_1 - \hat{p}_2) + E
\]

where the margin of error \( E \) is given by

\[
E = z_{\alpha/2} \sqrt{\frac{\hat{p}_1 \hat{q}_1}{n_1} + \frac{\hat{p}_2 \hat{q}_2}{n_2}}
\]

Rounding: Round the confidence interval limits to three significant digits.

**Hypothesis Tests**

For tests of hypotheses made about two population proportions, we consider only tests having a null hypothesis of \( p_1 = p_2 \). (For claims that the difference between \( p_1 \) and \( p_2 \) is equal to a nonzero constant, see Exercise 39.) The following example will help clarify the roles of \( x_1, n_1, \hat{p}_1, \bar{p}, \) and so on. Note that under the assumption of equal proportions, the best estimate of the common proportion is obtained by pooling both samples into one big sample, so that \( \bar{p} \) is the estimator of the common population proportion.
The Lead Margin of Error

Authors Stephen Ansolabehere and Thomas Belin wrote in their article “Poll Faulting” (Chance magazine) that “our greatest criticism of the reporting of poll results is with the margin of error of a single proportion (usually ±3%) when media attention is clearly drawn to the lead of one candidate.” They point out that the lead is really the difference between two proportions \((p_1 - p_2)\) and go on to explain how they developed the following rule of thumb: The lead is approximately \(\sqrt{3}\) times larger than the margin of error for any one proportion. For a typical pre-election poll, a reported ±3% margin of error translates to about ±5% for the lead of one candidate over the other. They write that the margin of error for the lead should be reported.

Do Airbags Save Lives? The table below lists results from a simple random sample of front-seat occupants involved in car crashes (based on data from “Who Wants Airbags?” by Meyer and Finney, Chance, Vol. 18, No. 2). Use a 0.05 significance level to test the claim that the fatality rate of occupants is lower for those in cars equipped with airbags.

<table>
<thead>
<tr>
<th></th>
<th>Airbag Available</th>
<th>No Airbag Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupant Fatalities</td>
<td>41</td>
<td>52</td>
</tr>
<tr>
<td>Total number of occupants</td>
<td>11,541</td>
<td>9,853</td>
</tr>
</tbody>
</table>

**Requirements Check** We first verify that the two necessary requirements are satisfied. (1) The data are from two simple random samples, and the two samples are independent of each other. (2) The airbag group includes 41 occupants who were killed and 11,500 occupants who were not killed, so the number of successes is at least 5 and the number of failures is at least 5. The second group includes 52 occupants who were killed and 9801 who were not killed, so the number of successes is at least 5 and the number of failures is at least 5. The requirements are satisfied.

We will use the \(P\)-value method of hypothesis testing, as summarized in Figure 8-8. In the following steps we stipulate that the group with airbags is Sample 1, and the group without airbags is Sample 2.

**Step 1:** The claim that the fatality rate is lower for those with airbags can be expressed as \(p_1 < p_2\).

**Step 2:** If \(p_1 < p_2\) is false, then \(p_1 \geq p_2\).

**Step 3:** Because the claim of \(p_1 < p_2\) does not contain equality, it becomes the alternative hypothesis. The null hypothesis is the statement of equality, so we have

\[
H_0: p_1 = p_2 \\
H_1: p_1 < p_2 \text{ (original claim)}
\]

**Step 4:** The significance level is \(\alpha = 0.05\).

**Step 5:** We will use the normal distribution (with the test statistic given earlier in this section) as an approximation to the binomial distribution. We estimate the common value of \(p_1\) and \(p_2\) with the pooled sample estimate \(\bar{p}\) calculated as shown below, with extra decimal places used to minimize rounding errors in later calculations.

\[
\bar{p} = \frac{x_1 + x_2}{n_1 + n_2} = \frac{41 + 52}{11,541 + 9,853} = 0.004347
\]

With \(\bar{p} = 0.004347\), it follows that \(\bar{q} = 1 - 0.004347 = 0.995653\).

**Step 6:** We can now find the value of the test statistic:

\[
z = \frac{(\hat{p}_1 - \hat{p}_2) - (p_1 - p_2)}{\sqrt{\frac{\bar{p}\bar{q}}{n_1} + \frac{\bar{p}\bar{q}}{n_2}}} = \frac{\left(\frac{41}{11,541} - \frac{52}{9,853}\right)}{0}
\]

\[
= \frac{\sqrt{(0.004347)(0.995653) + (0.004347)(0.995653)}}{11,541 + 9,853}
\]

\[
= -1.91
\]
9-2 Inferences About Two Proportions

(a) $P$-Value Method

(b) Traditional Method

Figure 9-1 Testing the Claim of a Lower Fatality Rate With Airbags

This is a left-tailed test, so the $P$-value is the area to the left of the test statistic $z = -1.91$ (as indicated by Figure 8-5). Refer to Table A-2 and find that the area to the left of the test statistic $z = -1.91$ is 0.0281, so the $P$-value is 0.0281. (Technology provides a more accurate $P$-value of 0.0280.) The test statistic and $P$-value are shown in Figure 9-1(a).

Step 7: Because the $P$-value of 0.0281 is less than the significance level of $\alpha = 0.05$, we reject the null hypothesis of $p_1 = p_2$.

We must address the original claim that the fatality rate is lower for occupants in cars equipped with airbags. Because we reject the null hypothesis, we conclude that there is sufficient evidence to support the claim that the proportion of accident fatalities for occupants in cars with airbags is less than the proportion of fatalities for occupants in cars without airbags. (See Figure 8-7 for help in wording the final conclusion.) Based on these results, it appears that airbags are effective in saving lives.

The sample data used in this example are only part of the data given in the article cited in the statement of the problem. If all of the available data are used, the test statistic becomes $z = -57.76$, and the $P$-value is very close to 0, so using all of the data provides even more compelling evidence of the effectiveness of airbags in saving lives.

Traditional Method of Testing Hypotheses

The traditional approach can also be used for Example 1. In Step 6, instead of finding the $P$-value, find the critical value. With a significance level of $\alpha = 0.05$ in a left-tailed test based on the normal distribution, we refer to Table A-2 and find that an area of $\alpha = 0.05$ in the left tail corresponds to the critical value of $z = -1.645$. See Figure 9-1(b) where we can see that the test statistic of $z = -1.91$ does fall in the critical region bounded by the critical value of $z = -1.645$. We again reject the null hypothesis. The conclusions are the same as in Example 1.

Confidence Intervals

Using the format given earlier in this section, we can construct a confidence interval estimate of the difference between population proportions ($p_1 - p_2$). If a confidence interval estimate of $p_1 - p_2$ does not include 0, we have evidence suggesting that $p_1$ and $p_2$ have different values. The confidence interval uses a standard deviation based on estimated values of the population proportions, whereas a hypothesis test uses a
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standard deviation based on the assumption that the two population proportions are equal. Consequently, a conclusion based on a confidence interval might be different from a conclusion based on a hypothesis test. See the following caution.

CAUTION

When testing a claim about two population proportions, the $P$-value method and the traditional method are equivalent, but they are not equivalent to the confidence interval method. If you want to test a claim about two population proportions, use the $P$-value method or traditional method; if you want to estimate the difference between two population proportions, use a confidence interval.

Also, don't test for equality of two population proportions by determining whether there is an overlap between two individual confidence interval estimates of the two individual population proportions. When compared to the confidence interval estimate of $p_1 - p_2$, the analysis of overlap between two individual confidence intervals is more conservative (by rejecting equality less often), and it has less power (because it is less likely to reject $p_1 = p_2$ when in reality $p_1 \neq p_2$). (See “On Judging the Significance of Differences by Examining the Overlap Between Confidence Intervals,” by Schenker and Gentleman, *American Statistician*, Vol. 55, No. 3.) See Exercise 37.

**EXAMPLE 2**  Confidence Interval for Airbags  Use the sample data given in Example 1 to construct a 90% confidence interval estimate of the difference between the two population proportions. (As shown in Table 8-2 on page 406, the confidence level of 90% is comparable to the significance level of $\alpha = 0.05$ used in the preceding left-tailed hypothesis test.) What does the result suggest about the effectiveness of airbags in an accident?

**REQUIREMENTS CHECK**  We are using the same data from Example 1, and the same requirement check applies here. So, the requirements are satisfied.

With a 90% confidence level, $z_{0.05/2} = 1.645$ (from Table A-2). We first calculate the value of the margin of error $E$ as shown.

\[
E = z_{0.05/2} \sqrt{\frac{\hat{p}_1 \hat{q}_1}{n_1} + \frac{\hat{p}_2 \hat{q}_2}{n_2}} = 1.645 \sqrt{\frac{41}{11,541} + \frac{52}{9,853}} = 0.001507
\]

With $\hat{p}_1 = 41/11,541 = 0.003553$, $\hat{p}_2 = 52/9,853 = 0.005278$, and $E = 0.001507$, the confidence interval is evaluated as follows, with the confidence interval limits rounded to three significant digits:

\[
(\hat{p}_1 - \hat{p}_2) - E < (p_1 - p_2) < (\hat{p}_1 - \hat{p}_2) + E
\]

\[
(0.003553 - 0.005278) - 0.001507 < (p_1 - p_2) < (0.003553 - 0.005278) + 0.001507
\]

\[
-0.00323 < (p_1 - p_2) < -0.000218
\]

**Polio Experiment**

In 1954 an experiment was conducted to test the effectiveness of the Salk vaccine as protection against the devastating effects of polio. Approximately 200,000 children were injected with an ineffective salt solution, and 200,000 other children were injected with the vaccine. The experiment was “double blind” because the children being injected didn’t know whether they were given the real vaccine or the placebo, and the doctors giving the injections and evaluating the results didn’t know either. Only 33 of the 200,000 vaccinated children later developed paralytic polio, whereas 115 of the 200,000 injected with the salt solution later developed paralytic polio. Statistical analysis of these and other results led to the conclusion that the Salk vaccine was indeed effective against paralytic polio.
The confidence interval limits do not contain 0, implying that there is a significant difference between the two proportions. The confidence interval suggests that the fatality rate is lower for occupants in cars with air bags than for occupants in cars without air bags. The confidence interval also provides an estimate of the amount of the difference between the two fatality rates.

Rationale: Why Do the Procedures of This Section Work? The test statistic given for hypothesis tests is justified by the following:

With \( n_1 p_1 \geq 5 \) and \( n_1 q_1 \geq 5 \), the distribution of \( \hat{p}_1 \) can be approximated by a normal distribution with mean \( p_1 \), standard deviation \( \sqrt{p_1 q_1 / n_1} \), and variance \( p_1 q_1 / n_1 \) (based on Sections 6-6 and 7-2). They also apply to the second sample. Because \( \hat{p}_1 \) and \( \hat{p}_2 \) are each approximated by a normal distribution, the difference \( \hat{p}_1 - \hat{p}_2 \) will also be approximated by a normal distribution with mean \( p_1 - p_2 \) and variance

\[
\sigma^2(\hat{p}_1 - \hat{p}_2) = \sigma^2_{\hat{p}_1} + \sigma^2_{\hat{p}_2} = \frac{p_1 q_1}{n_1} + \frac{p_2 q_2}{n_2}
\]

(The above result is based on this property: The variance of the differences between two independent random variables is the sum of their individual variances.)

The pooled estimate of the common value of \( p_1 \) and \( p_2 \) is \( \overline{p} = (x_1 + x_2)/(n_1 + n_2) \). If we replace \( p_1 \) and \( p_2 \) by \( \overline{p} \) and replace \( q_1 \) and \( q_2 \) by \( \overline{q} = 1 - \overline{p} \), the above variance leads to the following standard deviation:

\[
\sigma(\hat{p}_1 - \hat{p}_2) = \sqrt{\frac{\overline{p} \overline{q}}{n_1} + \frac{\overline{p} \overline{q}}{n_2}}
\]

We now know that the distribution of \( p_1 - p_2 \) is approximately normal, with mean \( p_1 - p_2 \) and standard deviation as shown above, so the \( z \) test statistic has the form given earlier.

The form of the confidence interval requires an expression for the variance different from the one given above. When constructing a confidence interval estimate of the difference between two proportions, we don’t assume that the two proportions are equal, and we estimate the standard deviation as

\[
\sqrt{\frac{\hat{p}_1 \hat{q}_1}{n_1} + \frac{\hat{p}_2 \hat{q}_2}{n_2}}
\]

In the test statistic

\[
z = \frac{(p_1 - p_2) - (p_1 - p_2)}{\sqrt{\frac{\hat{p}_1 \hat{q}_1}{n_1} + \frac{\hat{p}_2 \hat{q}_2}{n_2}}}
\]

use the positive and negative values of \( z \) (for two tails) and solve for \( p_1 - p_2 \). The results are the limits of the confidence interval given earlier.

**Death Penalty as Deterrent**

A common argument supporting the death penalty is that it discourages others from committing murder. Jeffrey Grogger of the University of California analyzed daily homicide data in California for a four-year period during which executions were frequent. Among his conclusions published in the *Journal of the American Statistical Association* (Vol. 85, No. 410): “The analyses conducted consistently indicate that these data provide no support for the hypothesis that executions deter murder in the short term.” This is a major social policy issue, and the efforts of people such as Professor Grogger help to dispel misconceptions so that we have accurate information with which to address such issues.
Chapter 9  Inferences from Two Samples

Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. **Verifying Requirements**  A student of the author surveyed her friends and found that among 20 males, 4 smoke and among 30 female friends, 6 smoke. Give two reasons why these results should not be used for a hypothesis test of the claim that the proportions of male smokers and female smokers are equal.

2. **Interpreting Confidence Interval**  In clinical trials of the drug Zocor, some subjects were treated with Zocor and others were given a placebo. The 95\% confidence interval estimate of the difference between the proportions of subjects who experienced headaches is \(-0.0518 < p_1 - p_2 < 0.0194\) (based on data from Merck & Co., Inc.). Write a statement interpreting that confidence interval.

3. **Notation**  In clinical trials of the drug Zocor, 1583 subjects were treated with Zocor and 15 of them experienced headaches. A placebo is used for 157 other subjects, and 8 of them experienced headaches (based on data from Merck & Co., Inc.). We plan to conduct a hypothesis test involving a claim about the proportions of headaches of subjects treated with Zocor to subjects given a placebo. Identify the values of \(p_1\), \(p_2\), and \(\overline{p}\). Also, what do the symbols \(p_1\) and \(p_2\) represent?

4. **Equivalence of Methods**  Given a simple random sample of men and a simple random sample of women, we want to use a 0.05 significance level to test the claim that the percentage of men who smoke is equal to the percentage of women who smoke. One approach is to use the \(P\)-value method of hypothesis testing, a second approach is to use the traditional method of hypothesis testing, and a third approach is to base the conclusion on the 95\% confidence interval estimate of \(p_1 - p_2\). Will all three approaches always result in the same conclusion? Explain.
Finding Number of Successes. In Exercises 5 and 6, find the number of successes $x$ suggested by the given statement.

5. Heart Pacemakers From an article in *Journal of the American Medical Association*: Among 8834 malfunctioning pacemakers, in 15.8% the malfunctions were due to batteries.

6. Drug Clinical Trial From Pfizer: Among 129 subjects who took Chantix as an aid to stop smoking, 12.4% experienced nausea.

Calculations for Testing Claims. In Exercises 7 and 8, assume that you plan to use a significance level of $\alpha = 0.05$ to test the claim that $p_1 = p_2$. Use the given sample sizes and numbers of successes to find (a) the pooled estimate $\bar{p}$, (b) the $z$ test statistic, (c) the critical $z$ values, and (d) the $P$-value.

7. Online College Applications The numbers of online applications from simple random samples of college applications for 2003 and for the current year are given below (based on data from the National Association of College Admission Counseling):

<table>
<thead>
<tr>
<th></th>
<th>2003</th>
<th>Current Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of applications in sample</td>
<td>36</td>
<td>27</td>
</tr>
<tr>
<td>Number of online applications in sample</td>
<td>13</td>
<td>14</td>
</tr>
</tbody>
</table>

8. Drug Clinical Trial Chantix is a drug used as an aid to stop smoking. The numbers of subjects experiencing insomnia for each of two treatment groups in a clinical trial of the drug Chantix are given below (based on data from Pfizer):

<table>
<thead>
<tr>
<th></th>
<th>Chantix Treatment</th>
<th>Placebo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number in group</td>
<td>129</td>
<td>805</td>
</tr>
<tr>
<td>Number experiencing insomnia</td>
<td>19</td>
<td>13</td>
</tr>
</tbody>
</table>

Calculations for Confidence Intervals. In Exercises 9 and 10, assume that you plan to construct a 95% confidence interval using the data from the indicated exercise. Find (a) the margin of error $E$, and (b) the 95% confidence interval.

9. Exercise 7 10. Exercise 8

Interpreting Displays. In Exercises 11 and 12, conduct the hypothesis test by using the results from the given displays.

11. Clinical Trials of Lipitor Lipitor is a drug used to control cholesterol. In clinical trials of Lipitor, 94 subjects were treated with Lipitor and 270 subjects were given a placebo. Among those treated with Lipitor, 7 developed infections. Among those given a placebo, 27 developed infections. Use a 0.05 significance level to test the claim that the rate of infections was the same for those treated with Lipitor and those given a placebo.

12. Bednets to Reduce Malaria In a randomized controlled trial in Kenya, insecticide-treated bednets were tested as a way to reduce malaria. Among 343 infants using bednets, 15 developed malaria. Among 294 infants not using bednets, 27 developed malaria (based on data from “Sustainability of Reductions in Malaria Transmission and Infant Mortality in Western Kenya with Use of Insecticide-Treated Bednets,” by Lindblade, et al., *Journal of the American Medical Association*, Vol. 291, No. 21). Use a 0.01 significance level to test the claim that the incidence of malaria is lower for infants using bednets. Do the bednets appear to be effective?

MINITAB

<table>
<thead>
<tr>
<th>Difference = p (1) - p (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation for difference: 0.0401050</td>
</tr>
<tr>
<td>99% upper bound for difference: -0.00125315</td>
</tr>
<tr>
<td>Test for difference ≠ 0 (vs &lt; 0): Z = -2.44 P-Value = 0.007</td>
</tr>
</tbody>
</table>

13. Drug Use in College In a 1993 survey of 560 college students, 171 said that they used illegal drugs during the previous year. In a recent survey of 720 college students, 263 said that they used illegal drugs during the previous year (based on data from the National Center for Addiction and Substance Abuse at Columbia University). Use a 0.05 significance level to test the claim that the proportion of college students using illegal drugs in 1993 was less than it is now.
14. **Drug Use in College** Using the sample data from Exercise 13, construct the confidence interval corresponding to the hypothesis test conducted with a 0.05 significance level. What conclusion does the confidence interval suggest?

15. **Are Seat Belts Effective?** A simple random sample of front-seat occupants involved in car crashes is obtained. Among 2823 occupants not wearing seat belts, 31 were killed. Among 7765 occupants wearing seat belts, 16 were killed (based on data from “Who Wants Airbags?” by Meyer and Finney, Chance, Vol. 18, No. 2). Construct a 90% confidence interval estimate of the difference between the fatality rates for those not wearing seat belts and those wearing seat belts. What does the result suggest about the effectiveness of seat belts?

16. **Are Seat Belts Effective?** Use the sample data in Exercise 15 with a 0.05 significance level to test the claim that the fatality rate is higher for those not wearing seat belts.

17. **Morality and Marriage** A Pew Research Center poll asked randomly selected subjects if they agreed with the statement that “It is morally wrong for married people to have an affair.” Among the 386 women surveyed, 347 agreed with the statement. Among the 359 men surveyed, 305 agreed with the statement. Use a 0.05 significance level to test the claim that the percentage of women who agree is different from the percentage of men who agree. Does there appear to be a difference in the way women and men feel about this issue?

18. **Morality and Marriage** Using the sample data from Exercise 17, construct the confidence interval corresponding to the hypothesis test conducted with a 0.05 significance level. What conclusion does the confidence interval suggest?

19. **Raising the Roof in Baseball** In a recent baseball World Series, the Houston Astros were ordered to keep the roof of their stadium open. The Houston team claimed that this would make them lose a home-field advantage, because the noise from fans would be less effective. During the regular season, Houston won 36 of 53 games played with the roof closed, and they won 15 of 26 games played with the roof open. Treat these results as simple random samples, and use a 0.05 significance level to test the claim that the proportion of wins at home is higher with a closed roof than with an open roof. Does the closed roof appear to be an advantage?

20. **Raising the Roof in Baseball** Using the sample data from Exercise 19, construct the confidence interval corresponding to the hypothesis test conducted with a 0.05 significance level. What conclusion does the confidence interval suggest?

21. **Is Echinacea Effective for Colds?** Rhino viruses typically cause common colds. In a test of the effectiveness of echinacea, 40 of the 45 subjects treated with echinacea developed rhinovirus infections. In a placebo group, 88 of the 103 subjects developed rhinovirus infections (based on data from “An Evaluation of Echinacea Angustifolia in Experimental Rhinovirus Infections,” by Turner, et al., New England Journal of Medicine, Vol. 353, No. 4). Construct a 95% confidence interval estimate of the difference between the two rates of infection. Does echinacea appear to have any effect on the infection rate?

22. **Is Echinacea Effective for Colds?** Use the data from Exercise 21 to test the claim that the echinacea treatment has an effect. If you were a physician, would you recommend echinacea?

23. **Sick Cruise Ship** In one trip of the Royal Caribbean cruise ship Freedom of the Seas, 338 of the 3823 passengers became ill with a Norovirus. At about the same time, 276 of the 1652 passengers on the Queen Elizabeth II cruise ship became ill with a Norovirus. Treat the sample results as simple random samples from large populations, and use a 0.01 significance level to test the claim that the rate of Norovirus illness on the Freedom of the Seas is less than the rate on the Queen Elizabeth II. Based on the result, does it appear that when a Norovirus outbreak occurs on a cruise ship, the proportion of infected passengers can vary considerably?

24. **Sick Cruise Ship** Using the sample data from Exercise 23, construct the confidence interval corresponding to the hypothesis test conducted with a 0.01 significance level. What conclusion does the confidence interval suggest?

25. **Tennis Challenges** When the Hawk-Eye instant replay system for tennis was introduced at the U.S. Open, men challenged 489 referee calls, and 201 of them were successfully
upheld by the Hawk-Eye system. Women challenged 350 referee calls, and 126 of them were successfully upheld by the Hawk-Eye system (based on data from *USA Today*). Construct a 99% confidence interval estimate of the difference between the success rates for challenges made by men and women. What does the confidence interval suggest about the success rates of the men and women tennis players?

26. **Tennis Challenges** Using the data from Exercise 25, test the claim that men and women tennis players have different success rates when challenging calls. Use a 0.01 significance level.

27. **Are the Radiation Effects the Same for Men and Women?** Among 2739 female atom bomb survivors, 1397 developed thyroid diseases. Among 1352 male atom bomb survivors, 436 developed thyroid diseases (based on data from “Radiation Dose-Response Relationships for Thyroid Nodules and Autoimmune Thyroid Diseases in Hiroshima and Nagasaki Atomic Bomb Survivors 55–58 Years After Radiation Exposure,” by Imaizumi, et al., *Journal of the American Medical Association*, Vol. 295, No. 9). Use a 0.01 significance level to test the claim that the female survivors and male survivors have different rates of thyroid diseases.

28. **Are the Radiation Effects the Same for Men and Women?** Using the sample data from Exercise 27, construct the confidence interval corresponding to the hypothesis test conducted with a 0.01 significance level. What conclusion does the confidence interval suggest?

29. **Global Warming Survey** A Pew Research Center Poll asked subjects “Is there solid evidence that the earth is getting warmer?” 69% of 731 male respondents answered “yes,” and 70% of 770 female respondents answered “yes.” Construct a 90% confidence interval estimate of the difference between the proportions of “yes” responses from males and females. What do you conclude from the result?

30. **Global Warming Survey** Use the sample data in Exercise 29 with a 0.05 significance level to test the claim that the percentage of males who answer “yes” is less than the percentage of females who answer “yes.”

31. **Tax Returns and Campaign Funds** Tax returns include an option of designating $3 for presidential election campaigns, and it does not cost the taxpayer anything to make that designation. In a simple random sample of 250 tax returns from 1976, 27.6% of the returns designated the $3 for the campaign. In a simple random sample of 300 recent tax returns, 7.3% of the returns designated the $3 for the campaign (based on data from *USA Today*). Use a 0.01 significance level to test the claim that the percentage of returns designating the $3 for the campaign was greater in 1976 than it is now.

32. **Tax Returns and Campaign Funds** Using the sample data from Exercise 31, construct the confidence interval corresponding to the hypothesis test conducted with a 0.01 significance level. What conclusion does the confidence interval suggest?

33. **Adverse Effects of Viagra** In an experiment, 16% of 734 subjects treated with Viagra experienced headaches. In the same experiment, 4% of 725 subjects given a placebo experienced headaches (based on data from Pfizer). Use a 0.01 significance level to test the claim that the proportion of headaches is greater for those treated with Viagra. Do headaches appear to be a concern for those who take Viagra?

34. **Adverse Effects of Viagra** Using the sample data from Exercise 33, construct the confidence interval corresponding to the hypothesis test conducted with a 0.01 significance level. What conclusion does the confidence interval suggest?

35. **Employee Perceptions** A total of 61,647 people responded to an *Elle*/MSNBC.COM survey. It was reported that 50% of the respondents were women and 50% men. Of the women, 27% said that female bosses are harshly critical; of the men, 25% said that female bosses are harshly critical. Construct a 95% confidence interval estimate of the difference between the proportions of women and men who said that female bosses are harshly critical. How is the result affected by the fact that the respondents chose whether to participate in the survey?
36. Employee Perceptions Use the sample data in Exercise 35 with a 0.05 significance level to test the claim that the percentage of women who say that female bosses are harshly critical is greater than the percentage of men. Does the significance level of 0.05 used in this exercise correspond to the 95% confidence level use for the preceding exercise? Considering the sampling method, is the hypothesis test valid?

9-2 Beyond the Basics

37. Interpreting Overlap of Confidence Intervals In the article “On Judging the Significance of Differences by Examining the Overlap Between Confidence Intervals,” by Schenker and Gentleman (American Statistician, Vol. 55, No. 3), the authors consider sample data in this statement: “Independent simple random samples, each of size 200, have been drawn, and 112 people in the first sample have the attribute, whereas 88 people in the second sample have the attribute.”

a. Use the methods of this section to construct a 95% confidence interval estimate of the difference \( p_1 - p_2 \). What does the result suggest about the equality of \( p_1 \) and \( p_2 \)?

b. Use the methods of Section 7-2 to construct individual 95% confidence interval estimates for each of the two population proportions. After comparing the overlap between the two confidence intervals, what do you conclude about the equality of \( p_1 \) and \( p_2 \)?

c. Use a 0.05 significance level to test the claim that the two population proportions are equal. What do you conclude?

d. Based on the preceding results, what should you conclude about equality of \( p_1 \) and \( p_2 \)? Which of the three preceding methods is least effective in testing for equality of \( p_1 \) and \( p_2 \)?

38. Equivalence of Hypothesis Test and Confidence Interval Two different simple random samples are drawn from two different populations. The first sample consists of 20 people with 10 having a common attribute. The second sample consists of 2000 people with 1404 of them having the same common attribute. Compare the results from a hypothesis test of \( p_1 = p_2 \) (with a 0.05 significance level) and a 95% confidence interval estimate of \( p_1 - p_2 \).

39. Testing for Constant Difference To test the null hypothesis that the difference between two population proportions is equal to a nonzero constant \( c \), use the test statistic

\[
z = \frac{(\hat{p}_1 - \hat{p}_2) - c}{\sqrt{\frac{\hat{p}_1 \hat{q}_1}{n_1} + \frac{\hat{p}_2 \hat{q}_2}{n_2}}}
\]

As long as \( n_1 \) and \( n_2 \) are both large, the sampling distribution of the test statistic \( z \) will be approximately the standard normal distribution. Refer to Exercise 27 and use a 0.01 significance level to test the claim that the rate of thyroid disease among female atom bomb survivors is equal to 15 percentage points more than that for male atom bomb survivors.

40. Determining Sample Size The sample size needed to estimate the difference between two population proportions to within a margin of error \( E \) with a confidence level of \( 1 - \alpha \) can be found by using the following expression.

\[
E = z_{\alpha/2} \sqrt{\frac{p_1 q_1}{n_1} + \frac{p_2 q_2}{n_2}}
\]

In the above formula, replace \( n_1 \) and \( n_2 \) by \( n \) (assuming that both samples have the same size) and replace each of \( p_1, q_1, p_2, \) and \( q_2 \) by 0.5 (because their values are not known). Then solve for \( n \).

Use this approach to find the size of each sample if you want to estimate the difference between the proportions of men and women who have their own computers. Assume that you want 95% confidence that your error is no more than 0.03.
Inferences About Two Means: Independent Samples

Key Concept In this section we present methods for using sample data from two independent samples to test hypotheses made about two population means or to construct confidence interval estimates of the difference between two population means. In Part 1 we discuss situations in which the standard deviations of the two populations are unknown and are not assumed to be equal. In Part 2 we discuss two other situations: (1) The two population standard deviations are both known; (2) the two population standard deviations are unknown but are assumed to be equal. Because \( \sigma \) is typically unknown in real situations, most attention should be given to the methods described in Part 1.

Part 1: Independent Samples with \( \sigma_1 \) and \( \sigma_2 \) Unknown and Not Assumed Equal

This section involves two independent samples, and the following section deals with samples that are dependent, so it is important to know the difference between independent samples and dependent samples.

Definition

Two samples are independent if the sample values from one population are not related to or somehow naturally paired or matched with the sample values from the other population.

Two samples are dependent if the sample values are paired. (That is, each pair of sample values consists of two measurements from the same subject (such as before/after data), or each pair of sample values consists of matched pairs (such as husband/wife data), where the matching is based on some inherent relationship.)

Example 1 Independent Samples University of Arizona psychologists conducted a study in which 210 women and 186 men wore microphones so that the numbers of words that they spoke could be recorded. The sample word counts for men and the sample word counts for women are two independent samples, because the subjects were not paired or matched in any way.

Example 2 Dependent Samples Rutgers University researchers conducted a study in which 67 students were weighed in September of their freshman year and again in April of their freshman year. The two samples are dependent, because each September weight is paired with the April weight for the same student.
Clinical Experiment In an experiment designed to study the effectiveness of treatments for viral croup, 46 children were treated with low humidity and 46 other children were treated with high humidity. The Westley Croup Score was used to assess the results after one hour. Both samples have the same number of subjects and the sample scores can be listed in adjacent columns of the same length; however, the scores are from two different groups of subjects. So, the samples are independent. (See “Controlled Delivery of High vs Low Humidity vs Mist Therapy for Croup Emergency Departments,” by Scolnik, et al., Journal of the American Medical Association, Vol. 295, No. 11).

The following box summarizes key elements of a hypothesis test of a claim about two independent population means and a confidence interval estimate of the difference between the means from two independent populations.

Objectives
Test a claim about two independent population means or construct a confidence interval estimate of the difference between two independent population means.

Notation
For population 1 we let
\[ \mu_1 = \text{population mean} \]
\[ \sigma_1 = \text{population standard deviation} \]
\[ n_1 = \text{size of the first sample} \]
\[ \bar{x}_1 = \text{sample mean} \]
\[ s_1 = \text{sample standard deviation} \]

The corresponding notations \( \mu_2, \sigma_2, \bar{x}_2, s_2, \text{and } n_2 \) apply to population 2.

Requirements
1. \( \sigma_1 \) and \( \sigma_2 \) are unknown and it is not assumed that \( \sigma_1 \) and \( \sigma_2 \) are equal.
2. The two samples are independent.
3. Both samples are simple random samples.
4. Either or both of these conditions is satisfied: The two sample sizes are both large (with \( n_1 > 30 \) and \( n_2 > 30 \)) or both samples come from populations having normal distributions. (These methods are robust against departures from normality, so for small samples, the normality requirement is loose in the sense that the procedures perform well as long as there are no outliers and departures from normality are not too extreme.)

Hypothesis Test Statistic for Two Means: Independent Samples

\[
t = \frac{(\bar{x}_1 - \bar{x}_2) - (\mu_1 - \mu_2)}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}} \quad (\text{where } \mu_1 - \mu_2 \text{ is often assumed to be } 0)
\]
Degrees of Freedom: When finding critical values or \( P \)-values, use the following for determining the number of degrees of freedom, denoted by \( df \). (Although these two methods typically result in different numbers of degrees of freedom, the conclusion of a hypothesis test is rarely affected by the choice.)

1. In this book we use this simple and conservative estimate: \( df = \) smaller of \( n_1 - 1 \) and \( n_2 - 1 \).

2. Statistical software packages typically use the more accurate but more difficult estimate given in Formula 9-1. (We will not use Formula 9-1 for the examples and exercises in this book.)

**Formula 9-1**

\[
df = \frac{(A + B)^2}{\frac{A^2}{n_1 - 1} + \frac{B^2}{n_2 - 1}}
\]

where \( A = \frac{s_1^2}{n_1} \) and \( B = \frac{s_2^2}{n_2} \)

**P-values:** Refer to the \( t \) distribution in Table A-3. Use the procedure summarized in Figure 8-5.

**Critical values:** Refer to the \( t \) distribution in Table A-3.

**Confidence Interval Estimate of \( \mu_1 - \mu_2 \): Independent Samples**

The confidence interval estimate of the difference \( \mu_1 - \mu_2 \) is

\[
(\bar{x}_1 - \bar{x}_2) - E < (\mu_1 - \mu_2) < (\bar{x}_1 - \bar{x}_2) + E
\]

where

\[
E = t_{\alpha/2} \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}
\]

and the number of degrees of freedom \( df \) is as described above for hypothesis tests. (In this book, we use \( df = \) smaller of \( n_1 - 1 \) and \( n_2 - 1 \).)

---

**CAUTION**

Before conducting a hypothesis test, consider the context of the data, the source of the data, the sampling method, and explore the data with graphs and descriptive statistics. Be sure to verify that the requirements are satisfied.

**Equivalence of Methods** The \( P \)-value method of hypothesis testing, the traditional method of hypothesis testing, and confidence intervals all use the same distribution and standard error, so they are equivalent in the sense that they result in the same conclusions. A null hypothesis of \( \mu_1 = \mu_2 \) (or \( \mu_1 - \mu_2 = 0 \)) can be tested using the \( P \)-value method, the traditional method, or by determining whether the confidence interval includes 0.

---

**EXAMPLE 4** Are Men and Women Equal Talkers? A headline in *USA Today* proclaimed that “Men, women are equal talkers.” That headline referred to a study of the numbers of words that samples of men and women spoke in a day. Given below are the results from the study, which are included in Data Set 8 in Appendix B (based on “Are Women Really More Talkative Than Men?” by
Do Real Estate Agents Get You the Best Price?

When a real estate agent sells a home, does he or she get the best price for the seller? This question was addressed by Steven Levitt and Stephen Dubner in *Freakonomics*. They collected data from thousands of homes near Chicago, including homes owned by the agents themselves. Here is what they write: “There’s one way to find out: measure the difference between the sales data for houses that belong to real-estate agents themselves and the houses they sold on behalf of clients. Using the data from the sales of those 100,000 Chicago homes, and controlling for any number of variables—location, age and quality of the house, aesthetics, and so on—it turns out that a real-estate agent keeps her own home on the market an average of ten days longer and sells it for an extra 3-plus percent, or $10,000 on a $300,000 house.” A conclusion such as this can be obtained by using the methods of this section.

Mehl, et al., *Science*, Vol. 317, No. 5834). Use a 0.05 significance level to test the claim that men and women speak the same mean number of words in a day. Does there appear to be a difference?

<table>
<thead>
<tr>
<th>Number of Words Spoken in a Day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Men</strong></td>
</tr>
<tr>
<td>n₁ = 186</td>
</tr>
<tr>
<td>x̄₁ = 15,668.5</td>
</tr>
<tr>
<td>s₁ = 8632.5</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Women</strong></td>
</tr>
<tr>
<td>n₂ = 210</td>
</tr>
<tr>
<td>x̄₂ = 16,215.0</td>
</tr>
<tr>
<td>s₂ = 7301.2</td>
</tr>
</tbody>
</table>

**REQUIREMENTS CHECK**

1. The values of the two population standard deviations are not known and we are not making an assumption that they are equal.
2. The two samples are independent because the word counts for the sample of men are in no way matched or paired with the word counts for the sample of women.
3. We assume that the samples are simple random samples. (The article in *Science* magazine describes the sample design.)
4. Both samples are large, so it is not necessary to verify that each sample appears to come from a population with a normal distribution, but the accompanying STATDISK display of the histogram for the word counts (in thousands) for men shows that the distribution is not substantially far from being a normal distribution. The histogram for the word counts for the women is very similar. The requirements are satisfied.

**SOLUTION**

**Step 1:** The claim that men and women have the same mean can be expressed as μ₁ = μ₂.

**Step 2:** If the original claim is false, then μ₁ ≠ μ₂.

**Step 3:** The alternative hypothesis is the expression not containing equality, and the null hypothesis is an expression of equality, so we have

\[ H₀: μ₁ = μ₂ \text{ (original claim) } \quad H₁: μ₁ ≠ μ₂ \]

We now proceed with the assumption that μ₁ = μ₂, or μ₁ - μ₂ = 0.

**Step 4:** The significance level is α = 0.05.

**Step 5:** Because we have two independent samples and we are testing a claim about the two population means, we use a *t* distribution with the test statistic given earlier in this section.
Step 6: The test statistic is calculated as follows:

\[
t = \frac{(\bar{x}_1 - \bar{x}_2) - (\mu_1 - \mu_2)}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}} = \frac{(15,668.5 - 16,215.0) - 0}{\sqrt{\frac{8632.5^2}{186} + \frac{7301.2^2}{210}}} = -0.676
\]

Because we are using a \( t \) distribution, the critical values of \( t = \pm 1.972 \) are found from Table A-3. With an area of 0.05 in two tails, we want the \( t \) value corresponding to 185 degrees of freedom, which is the smaller of \( n_1 - 1 \) and \( n_2 - 1 \) (or the smaller of 185 and 209). Table A-3 does not include 185 degrees of freedom, so we use the closest values of. The more accurate critical values are. The test statistic, critical values, and critical region are shown in Figure 9-2.

Using STATDISK, Minitab, Excel, or a TI-83/84 Plus calculator, we can also find that the \( P \)-value is 0.4998 (based on \( \text{df} = 364.2590 \)).

Step 7: Because the test statistic does not fall within the critical region, fail to reject the null hypothesis \( \mu_1 = \mu_2 \) (or \( \mu_1 - \mu_2 = 0 \)).

Figure 9-2 Testing the Claim of Equal Means for Men and Women

INTERPRETATION There is not sufficient evidence to warrant rejection of the claim that men and women speak the same mean number of words in a day. There does not appear to be a significant difference between the two means.

SC EXAMPLE 5 Confidence Interval for Word Counts from Men and Women Using the sample data given in Example 4, construct a 95% confidence interval estimate of the difference between the mean number of words spoken by men and the mean number of words spoken by women.

SOLUTION REQUIREMENTS CHECK Because we are using the same data from Example 4, the same requirement check applies here, so the requirements are satisfied.

We first find the value of the margin of error \( E \). We use the same critical value of \( t_{\alpha/2} = 1.972 \) found in Example 4. (A more accurate critical value is 1.966.)

\[
E = t_{\alpha/2} \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}} = 1.972 \sqrt{\frac{8632.5^2}{186} + \frac{7301.2^2}{210}} = 1595.4
\]

Expensive Diet Pill

There are many past examples in which ineffective treatments were marketed for substantial profits. Capsules of “Fat Trapper” and “Exercise in a Bottle,” manufactured by the Enforma Natural Products company, were advertised as being effective treatments for weight reduction. Advertisements claimed that after taking the capsules, fat would be blocked and calories would be burned, even without exercise. Because the Federal Trade Commission identified claims that appeared to be unsubstantiated, the company was fined $10 million for deceptive advertising.

The effectiveness of such treatments can be determined with experiments in which one group of randomly selected subjects is given the treatment, while another group of randomly selected subjects is given a placebo. The resulting weight losses can be compared using statistical methods, such as those described in this section.
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Super Bowls
Students were invited to a Super Bowl game and half of them were given large 4-liter snack bowls while the other half were given smaller 2-liter bowls. Those using the large bowls consumed 56% more than those using the smaller bowls. (See “Super Bowls: Serving Bowl Size and Food Consumption,” by Wansink and Cheney, Journal of the American Medical Association, Vol. 293, No. 14.)

A separate study showed that there is “a significant increase in fatal motor vehicle crashes during the hours following the Super Bowl telecast in the United States.” Researchers analyzed 20,377 deaths on 27 Super Bowl Sundays and 54 other Sundays used as controls. They found a 41% increase in fatalities after Super Bowl games. (See “Do Fatal Crashes Increase Following a Super Bowl Telecast?” by Redelmeier and Stewart, Chance, Vol. 18, No. 1.)

Using $E = 1595.4$ and $\bar{x}_1 = 15,668.5$ and $\bar{x}_2 = 16,215.0$, we now find the desired confidence interval as follows:

$$(\bar{x}_1 - \bar{x}_2) - E < (\mu_1 - \mu_2) < (\bar{x}_1 - \bar{x}_2) + E$$

$-2141.9 < (\mu_1 - \mu_2) < 1048.9$

If we use statistical software or the TI-83/84 Plus calculator to obtain more accurate results, we get the confidence interval of 1595.4, so we can see that the above confidence interval is quite good.

**INTERPRETATION**
We are 95% confident that the limits of $-2141.9$ and $1048.9$ words actually do contain the difference between the two population means. Because those limits do contain 0, this confidence interval suggests that it is very possible that the two population means are equal, so there is not a significant difference between the two means.

**Rationale: Why Do the Test Statistic and Confidence Interval Have the Particular Forms We Have Presented?** If the given assumptions are satisfied, the sampling distribution of $\bar{x}_1 - \bar{x}_2$ can be approximated by a $t$ distribution with mean equal to $\mu_1 - \mu_2$ and standard deviation equal to $\sqrt{s_1^2/n_1 + s_2^2/n_2}$. This last expression for the standard deviation is based on the property that the variance of the differences between two independent random variables equals the variance of the first random variable plus the variance of the second random variable.

**Part 2: Alternative Methods**
Part 1 of this section dealt with situations in which the two population standard deviations are unknown and are not assumed to be equal. In Part 2 we address two other situations: (1) The two population standard deviations are both known; (2) the two population standard deviations are unknown but are assumed to be equal. We now describe the procedures for these alternative situations.

**Alternative Method When $\sigma_1$ and $\sigma_2$ Are Known**
In reality, the population standard deviations $\sigma_1$ and $\sigma_2$ are almost never known, but if they are known, the test statistic and confidence interval are based on the normal distribution instead of the $t$ distribution. See the summary box below.

**Inferences About Means of Two Independent Populations, With $\sigma_1$ and $\sigma_2$ Known**

**Requirements**

1. The two population standard deviations $\sigma_1$ and $\sigma_2$ are both known.
2. The two samples are independent.
3. Both samples are simple random samples.
4. Either or both of these conditions is satisfied: The two sample sizes are both large (with $n_1 > 30$ and $n_2 > 30$) or both samples come from populations having normal distributions. (For small samples, the normality requirement is loose in the sense that the procedures perform well as long as there are no outliers and departures from normality are not too extreme.)
Hypothesis Test

Test statistic:

\[ z = \frac{(\bar{x}_1 - \bar{x}_2) - (\mu_1 - \mu_2)}{\sqrt{\frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}}} \]

**P-values** and **critical values**: Refer to Table A-2.

Confidence Interval Estimate of \( \mu_1 - \mu_2 \)

Confidence interval:

\[ (\bar{x}_1 - \bar{x}_2) - E < (\mu_1 - \mu_2) < (\bar{x}_1 - \bar{x}_2) + E \]

Where

\[ E = z_{\alpha/2} \sqrt{\frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}} \]

Figure 9-3 summarizes the methods for inferences about two independent population means.

**Inferences About Two Independent Means**

![Diagram](image)

**Better Results with Smaller Class Size**

An experiment at the State University of New York at Stony Brook found that students did significantly better in classes limited to 35 students than in large classes with 150 to 200 students. For a calculus course, failure rates were 19% for the small classes compared to 50% for the large classes. The percentages of A's were 24% for the small classes and 3% for the large classes. These results suggest that students benefit from smaller classes, which allow for more direct interaction between students and teachers.
**Alternative Method: Assume That $\sigma_1 = \sigma_2$ and Pool the Sample Variances**

Even when the specific values of $\sigma_1$ and $\sigma_2$ are not known, if it can be assumed that they have the same value, the sample variances $s_1^2$ and $s_2^2$ can be pooled to obtain an estimate of the common population variance $\sigma^2$. The pooled estimate of $\sigma^2$ is denoted by $s_p^2$ and is a weighted average of $s_1^2$ and $s_2^2$, which is included in the following box.

\[ s_p^2 = \frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{n_1 - 1 + n_2 - 1} \]

\[ (x_1 - x_2) - E < (\mu_1 - \mu_2) < (x_1 - x_2) + E \]

where

\[ E = t_{\alpha/2} \sqrt{\frac{s_p^2}{n_1} + \frac{s_p^2}{n_2}} \]

and $s_p^2$ is as given in the above test statistic and the number of degrees of freedom is $\text{df} = n_1 + n_2 - 2$.

**Inferences About Means of Two Independent Populations, Assuming That $\sigma_1 = \sigma_2$**

**Requirements**

1. The two population standard deviations are not known, but they are assumed to be equal. That is, $\sigma_1 = \sigma_2$.
2. The two samples are independent.
3. Both samples are simple random samples.
4. Either or both of these conditions is satisfied: The two sample sizes are both large (with $n_1 > 30$ and $n_2 > 30$) or both samples come from populations having normal distributions. (For small samples, the normality requirement is loose in the sense that the procedures perform well as long as there are no outliers and departures from normality are not too extreme.)

**Hypothesis Test**

Test statistic:

\[ t = \frac{(\bar{x}_1 - \bar{x}_2) - (\mu_1 - \mu_2)}{\sqrt{\frac{s_p^2}{n_1} + \frac{s_p^2}{n_2}}} \]

where

\[ s_p^2 = \frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{n_1 - 1 + n_2 - 1} \]

\[ (x_1 - x_2) - E < (\mu_1 - \mu_2) < (x_1 - x_2) + E \]

where

\[ E = t_{\alpha/2} \sqrt{\frac{s_p^2}{n_1} + \frac{s_p^2}{n_2}} \]

If we want to use this method, how do we determine that $\sigma_1 = \sigma_2$? One approach is to use a hypothesis test of the null hypothesis $\sigma_1 = \sigma_2$, as given in Section 9-5, but that approach is not recommended and we will not use the preliminary test of $\sigma_1 = \sigma_2$. In the article “Homogeneity of Variance in the Two-Sample Means Test” (by Moser and Stevens, *American Statistician*, Vol. 46, No. 1), the authors note that we rarely know that $\sigma_1 = \sigma_2$. They analyze the performance of the different tests by considering sample sizes and powers of the tests. They conclude that more effort should be spent learning the method given in Part 1, and less emphasis should be
placed on the method based on the assumption of $\sigma_1 = \sigma_2$. Unless instructed otherwise, we use the following strategy, which is consistent with the recommendations in the article by Moser and Stevens:

Assume that $\sigma_1$ and $\sigma_2$ are unknown, do not assume that $\sigma_1 = \sigma_2$, and use the test statistic and confidence interval given in Part 1 of this section. (See Figure 9-3.)

Why Don’t We Just Eliminate the Method of Pooling Sample Variances?

If we use randomness to assign subjects to treatment and placebo groups, we know that the samples are drawn from the same population. So if we conduct a hypothesis test assuming that two population means are equal, it is not unreasonable to also assume that the samples are from populations with the same standard deviations (but we should still check that assumption). The advantage of this alternative method of pooling sample variances is that the number of degrees of freedom is a little higher, so hypothesis tests have more power, and confidence intervals are a little narrower. Consequently, statisticians sometimes use this method of pooling, and that is why we include it in this subsection.

**STATDISK** Select the menu item of Analysis. Select either Hypothesis Testing or Confidence Intervals, then select Mean-Two Independent Samples. Enter the required values in the dialog box. You have the options of “Not Eq vars: NO POOL,” “Eq vars: POOL,” or “Prelim F Test.” The option of “Not Eq vars: NO POOL” is recommended. (The $F$ test is described in Section 9-5.)

**MINITAB** Minitab allows the use of summary statistics or original lists of sample data. If the original sample values are known, enter them in columns C1 and C2. Select the options Stat, Basic Statistics, and 2-Sample t. Make the required entries in the window that pops up. Use the Options button to select a confidence level, enter a claimed value of the difference, or select a format for the alternative hypothesis. The Minitab display also includes the confidence interval limits.

If the two population variances appear to be equal, Minitab does allow use of a pooled estimate of the common variance. There will be a box next to Assume equal variances, so click on that box only if you want to assume that the two populations have equal variances, but this approach is not recommended.

In Minitab 16, you can also click on Assistant, then Hypothesis Tests, then select the case for 2-Sample t. Fill out the dialog box, then click OK to get three windows of results that include the $P$-value and much other helpful information.

**EXCEL** Excel requires entry of the original lists of sample data. Enter the data for the two samples in columns A and B and use the indicated steps. In Step 1, select 2-Sample Assuming Equal Variances (for a hypothesis test) or 2-SampTInt (for a confidence interval). The TI-83/84 Plus calculator does give you the option of using “pooled” variances (if you believe that $\sigma_1^2 = \sigma_2^2$) or not pooling the variances, but we recommend that the variances not be pooled. See the accompanying TI-83/84 Plus screen display that corresponds to Example 4.
9-3 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Interpreting Confidence Intervals If the pulse rates of men and women from Data Set 1 in Appendix B are used to construct a 95% confidence interval for the difference between the two population means, the result is $-12.2 < \mu_1 - \mu_2 < -1.6$, where pulse rates of men correspond to population 1 and pulse rates of women correspond to population 2. Express the confidence interval with pulse rates of women being population 1 and pulse rates of men being population 2.

2. Interpreting Confidence Intervals What does the confidence interval in Exercise 1 suggest about the pulse rates of men and women?

3. Significance Level and Confidence Level Assume that you want to use a 0.01 significance level to test the claim that the mean pulse rate of men is less than the mean pulse rate of women. What confidence level should be used if you want to test that claim using a confidence interval?

4. Degrees of Freedom Assume that you want to use a 0.01 significance level to test the claim that the mean pulse rate of women is greater than the mean pulse rate of men using the sample data from Data Set 1 in Appendix B. Both samples have 40 values. If we use $df = \min(n_1 - 1, n_2 - 1)$, we get $df = 39$, and the corresponding critical value is $t = 2.426$. If we calculate df using Formula 9-1, we get $df = 77.2$, and the corresponding critical value is 2.376. How is using a critical value of $t = 2.426$ “more conservative” than using the critical value of 2.376?

Independent and Dependent Samples. In Exercises 5–8, determine whether the samples are independent or dependent.

5. Blood Pressure Data Set 1 in Appendix B includes systolic blood pressure measurements from each of 40 randomly selected men and 40 randomly selected women.

6. Home Sales Data Set 23 in Appendix B includes the list price and selling price for each of 40 randomly selected homes.

7. Reducing Cholesterol To test the effectiveness of Lipitor, cholesterol levels are measured in 250 subjects before and after Lipitor treatments.

8. Voltage On each of 40 different days, the author measured the voltage supplied to his home and he also measured the voltage produced by his gasoline-powered generator. (The data are listed in Data Set 13 in Appendix B.) One sample consists of the voltages in his home and the second sample consists of the voltages produced by the generator.

In Exercises 9–32, assume that the two samples are independent simple random samples selected from normally distributed populations. Do not assume that the population standard deviations are equal, unless your instructor stipulates otherwise.

9. Hypothesis Test of Effectiveness of Humidity in Treating Croup In a randomized controlled trial conducted with children suffering from viral croup, 46 children were treated with low humidity while 46 other children were treated with high humidity. Researchers used the Westley Croup Score to assess the results after one hour. The low humidity group had a mean score of 0.98 with a standard deviation of 1.22 while the high humidity group had a mean score of 1.09 with a standard deviation of 1.11 (based on data from “Controlled Delivery of High vs Low Humidity vs Mist Therapy for Croup Emergency Departments,” by Scolnik, et al., Journal of the American Medical Association, Vol. 295, No. 11). Use a 0.05 significance level to test the claim that the two groups are from populations with the same mean. What does the result suggest about the common treatment of humidity?

10. Confidence Interval for Effectiveness of Humidity in Treating Croup Refer to the sample data given in Exercise 9 and construct a 95% confidence interval estimate of the difference between the mean Westley Croup Score of children treated with low humidity and
the mean score of children treated with high humidity. What does the confidence interval suggest about humidity as a treatment for croup?

11. Confidence Interval for Cigarette Tar
The mean tar content of a simple random sample of 25 unfiltered king size cigarettes is 21.1 mg, with a standard deviation of 3.2 mg. The mean tar content of a simple random sample of 25 filtered 100 mm cigarettes is 13.2 mg with a standard deviation of 3.7 mg (based on data from Data Set 4 in Appendix B). Construct a 90% confidence interval estimate of the difference between the mean tar content of unfiltered king size cigarettes and the mean tar content of filtered 100 mm cigarettes. Does the result suggest that 100 mm filtered cigarettes have less tar than unfiltered king size cigarettes?

12. Hypothesis Test for Cigarette Tar
Refer to the sample data in Exercise 11 and use a 0.05 significance level to test the claim that unfiltered king size cigarettes have a mean tar content greater than that of filtered 100 mm cigarettes. What does the result suggest about the effectiveness of cigarette filters?

13. Hypothesis Test for Checks and Charges
The author collected a simple random sample of the cents portions from 100 checks and from 100 credit card charges. The cents portions of the checks have a mean of 23.8 cents and a standard deviation of 32.0 cents. The cents portions of the credit charges have a mean of 47.6 cents and a standard deviation of 33.5 cents. Use a 0.05 significance level to test the claim that the cents portions of the check amounts have a mean that is less than the mean of the cents portions of the credit card charges. Give one reason that might explain a difference.

14. Confidence Interval for Checks and Charges
Refer to the sample data given in Exercise 13 and construct a 90% confidence interval for the difference between the mean of the cents portions from checks and the mean of the cents portions from credit card charges. What does the confidence interval suggest about the means of those amounts?

15. Hypothesis Test for Heights of Supermodels
The heights are measured for the simple random sample of supermodels Crawford, Bundchen, Pestova, Christenson, Hume, Moss, Campbell, Schiffer, and Taylor. They have a mean of 70.0 in. and a standard deviation of 1.5 in. Data Set 1 in Appendix B lists the heights of 40 women who are not supermodels, and they have heights with a mean of 63.2 in. and a standard deviation of 2.7 in. Use a 0.01 significance level to test the claim that the mean height of supermodels is greater than the mean height of women who are not supermodels.

16. Confidence Interval for Heights of Supermodels
Use the sample data from Exercise 15 to construct a 98% confidence interval for the difference between the mean height of supermodels and the mean height of women who are not supermodels. What does the result suggest about those two means?

17. Confidence Interval for Braking Distances of Cars
A simple random sample of 13 four-cylinder cars is obtained, and the braking distances are measured. The mean braking distance is 137.5 ft and the standard deviation is 5.8 ft. A simple random sample of 12 six-cylinder cars is obtained and the braking distances have a mean of 136.3 ft with a standard deviation of 9.7 ft (based on Data Set 16 in Appendix B). Construct a 90% confidence interval estimate of the difference between the mean braking distance of four-cylinder cars and the mean braking distance of six-cylinder cars. Does there appear to be a difference between the two means?

18. Hypothesis Test for Braking Distances of Cars
Refer to the sample data given in Exercise 17 and use a 0.05 significance level to test the claim that the mean braking distance of four-cylinder cars is greater than the mean braking distance of six-cylinder cars.

19. Hypothesis Test for Cigarette Nicotine
Scientists collect a simple random sample of 25 menthol cigarettes and 25 nonmenthol cigarettes. Both samples consist of cigarettes that are filtered, 100 mm long, and non-light. The menthol cigarettes have a mean nicotine amount of 0.87 mg and a standard deviation of 0.24 mg. The nonmenthol cigarettes have a mean nicotine amount of 0.92 mg and a standard deviation of 0.25 mg. Use a 0.05 significance level to test the claim that menthol cigarettes and nonmenthol cigarettes have different amounts of nicotine. Does menthol appear to have an effect on the nicotine content?
20. **Confidence Interval for Cigarette Nicotine** Refer to the sample data in Exercise 19 and construct a 95% confidence interval estimate of the difference between the mean nicotine amount in menthol cigarettes and the mean nicotine amount in non-menthol cigarettes. What does the result suggest about the effect of menthol?

21. **Hypothesis Test for Mortgage Payments** Simple random samples of high-interest (8.9%) mortgages and low-interest (6.3%) mortgages were obtained. For the 40 high-interest mortgages, the borrowers had a mean FICO credit score of 594.8 and a standard deviation of 12.2. For the 40 low-interest mortgages, the borrowers had a mean FICO credit score of 785.2 and a standard deviation of 16.3 (based on data from *USA Today*). Use a 0.01 significance level to test the claim that the mean FICO score of borrowers with high-interest mortgages is lower than the mean FICO score of borrowers with low-interest mortgages. Does the FICO credit rating score appear to affect mortgage payments? If so, how?

22. **Confidence Interval for Mortgage Payments** Use the sample data from Exercise 21 to construct a 98% confidence interval estimate of the difference between the mean FICO credit score of borrowers with high interest rates and the mean FICO credit score of borrowers with low interest rates. What does the result suggest about the FICO credit rating score of a borrower and the interest rate that is paid?

23. **Hypothesis Test for Discrimination** The Revenue Commissioners in Ireland conducted a contest for promotion. Statistics from the ages of the unsuccessful and successful applicants are given below (based on data from “Debating the Use of Statistical Evidence in Allegations of Age Discrimination,” by Barry and Boland, *American Statistician*, Vol. 58, No. 2). Some of the applicants who were unsuccessful in getting the promotion charged that the competition involved discrimination based on age. Treat the data as samples from larger populations and use a 0.05 significance level to test the claim that the unsuccessful applicants are from a population with a greater mean age than the mean age of successful applicants. Based on the result, does there appear to be discrimination based on age?

   Ages of unsuccessful applicants: \( n = 23, \bar{x} = 47.0 \text{ years}, s = 7.2 \text{ years} \)

   Ages of successful applicants: \( n = 30, \bar{x} = 43.9 \text{ years}, s = 5.9 \text{ years} \)

24. **Confidence Interval for Discrimination** Using the sample data from Exercise 23, construct a 90% confidence interval estimate of the difference between the mean age of unsuccessful applicants and the mean age of successful applicants. What does the result suggest about discrimination based on age?

25. **Hypothesis Test for Effect of Marijuana Use on College Students** Many studies have been conducted to test the effects of marijuana use on mental abilities. In one such study, groups of light and heavy users of marijuana in college were tested for memory recall, with the results given below (based on data from “The Residual Cognitive Effects of Heavy Marijuana Use in College Students,” by Pope and Yurgelun-Todd, *Journal of the American Medical Association*, Vol. 275, No. 7). Use a 0.01 significance level to test the claim that the population of heavy marijuana users has a lower mean than the light users. Should marijuana use be of concern to college students?

   Items sorted correctly by light marijuana users: \( n = 64, \bar{x} = 53.3, s = 3.6 \)

   Items sorted correctly by heavy marijuana users: \( n = 65, \bar{x} = 51.3, s = 4.5 \)

26. **Confidence Interval for Effects of Marijuana Use on College Students** Refer to the sample data used in Exercise 25 and construct a 98% confidence interval for the difference between the two population means. Does the confidence interval include zero? What does the confidence interval suggest about the equality of the two population means?

27. **Hypothesis Test for Magnet Treatment of Pain** People spend huge sums of money (currently around $5 billion annually) for the purchase of magnets used to treat a wide variety of pains. Researchers conducted a study to determine whether magnets are effective in treating back pain. Pain was measured using the visual analog scale, and the results given below are among the results obtained in the study (based on data from “Bipolar Permanent Magnets for the Treatment of Chronic Lower Back Pain: A Pilot Study,” by Collacott, Zimmerman, ...
White, and Rindone, *Journal of the American Medical Association*, Vol. 283, No. 10). Use a 0.05 significance level to test the claim that those treated with magnets have a greater mean reduction in pain than those given a sham treatment (similar to a placebo). Does it appear that magnets are effective in treating back pain? Is it valid to argue that magnets might appear to be effective if the sample sizes are larger?

Reduction in pain level after magnet treatment:  \( n = 20, \bar{x} = 0.49, s = 0.96 \)

Reduction in pain level after sham treatment:  \( n = 20, \bar{x} = 0.44, s = 1.4 \)

**28. Confidence Interval for Magnet Treatment of Pain** Refer to the sample data from Exercise 27 and construct a 90% confidence interval estimate of the difference between the mean reduction in pain for those treated with magnets and the mean reduction in pain for those given a sham treatment. Based on the result, does it appear that the magnets are effective in reducing pain?

**29. BMI for Miss America** The trend of thinner Miss America winners has generated charges that the contest encourages unhealthy diet habits among young women. Listed below are body mass indexes (BMI) for Miss America winners from two different time periods. Consider the listed values to be simple random samples selected from larger populations.

**a.** Use a 0.05 significance level to test the claim that recent winners have a lower mean BMI than winners from the 1920s and 1930s.

**b.** Construct a 90% confidence interval for the difference between the mean BMI of recent winners and the mean BMI of winners from the 1920s and 1930s.

**BMI (from recent winners):** 19.5 20.3 19.6 20.2 17.8 19.1 18.8 17.6 16.8

**BMI (from the 1920s and 1930s):** 20.4 21.9 22.1 22.3 20.3 18.8 18.9 19.4 18.4 19.1

**30. Radiation in Baby Teeth** Listed below are amounts of strontium-90 (in millibecquerels or mBq per gram of calcium) in a simple random sample of baby teeth obtained from Pennsylvania residents and New York residents born after 1979 (based on data from "An Unexpected Rise in Strontium-90 in U.S. Deciduous Teeth in the 1990s," by Mangano, et al., *Science of the Total Environment*).

**a.** Use a 0.05 significance level to test the claim that the mean amount of strontium-90 from Pennsylvania residents is greater than the mean amount from New York residents.

**b.** Construct a 90% confidence interval of the difference between the mean amount of strontium-90 from Pennsylvania residents and the mean amount from New York residents.

**Pennsylvania:** 155 142 149 130 151 163 151 142 156 133 138 161

**New York:** 133 140 142 131 134 129 128 140 140 140 137 143

**31. Longevity** Listed below are the numbers of years that popes and British monarchs (since 1690) lived after their election or coronation (based on data from *Computer-Interactive Data Analysis*, by Lunn and McNeil, John Wiley & Sons). Treat the values as simple random samples from a larger population.

**a.** Use a 0.01 significance level to test the claim that the mean longevity for popes is less than the mean for British monarchs after coronation.

**b.** Construct a 98% confidence interval of the difference between the mean longevity for popes and the mean longevity for British monarchs. What does the result suggest about those two means?

**Popes:** 2 9 21 3 6 10 18 11 6 25 23 6 2 15 32

**Kings and Queens:** 17 6 13 12 13 33 59 10 7 63 9 25 36 15

**32. Sex and Blood Cell Counts** White blood cell counts are helpful for assessing liver disease, radiation, bone marrow failure, and infectious diseases. Listed below are white blood cell counts found in simple random samples of males and females (based on data from the Third National Health and Nutrition Examination Survey).
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### Female
8.90 6.50 9.45 7.65 6.40 5.15 16.60 5.75 11.60 5.90 9.30 8.55 10.80 4.85 4.90 8.75 6.90 9.75 4.05 9.05 5.05 6.40 4.05 7.60 4.95 3.00 9.10

### Male
5.25 5.95 10.05 5.45 5.30 5.55 6.85 6.65 6.30 6.40 7.85 7.70 5.30 6.50 4.55 7.10 8.00 4.70 4.40 4.90 10.75 11.00 9.60

### Large Data Sets
In Exercises 33–36, use the indicated Data Sets from Appendix B. Assume that the two samples are independent simple random samples selected from normally distributed populations. Do not assume that the population standard deviations are equal.

#### 33. Movie Income
Refer to Data Set 9 in Appendix B. Use the amounts of money grossed by movies with ratings of PG or PG-13 as one sample, and use the amounts of money grossed by movies with R ratings.

- **a.** Use a 0.01 significance level to test the claim that movies with ratings of PG or PG-13 have a higher mean gross amount than movies with R ratings.
- **b.** Construct a 98% confidence interval estimate of the difference between the mean amount of money grossed by movies with ratings of PG or PG-13 and the mean amount of money grossed by movies with R ratings. What does the confidence interval suggest about movies as an investment?

#### 34. Word Counts
Refer to Data Set 8 in Appendix B. Use the word counts for male and female psychology students recruited in Mexico (see the columns labeled 3M and 3F).

- **a.** Use a 0.05 significance level to test the claim that male and female psychology students speak the same mean number of words in a day.
- **b.** Construct a 95% confidence interval estimate of the difference between the mean number of words spoken in a day by male and female psychology students in Mexico. Do the confidence interval limits include 0, and what does that suggest about the two means?

#### 35. Voltage
Refer to Data Set 13 in Appendix B. Use a 0.05 significance level to test the claim that the sample of home voltages and the sample of generator voltages are from populations with the same mean. If there is a statistically significant difference, does that difference have practical significance?

#### 36. Weights of Coke
Refer to Data Set 17 in Appendix B and test the claim that because they contain the same amount of cola, the mean weight of cola in cans of regular Coke is the same as the mean weight of cola in cans of Diet Coke. If there is a difference in the mean weights, identify the most likely explanation for that difference.

### Pooling
In Exercises 37–40, assume that the two samples are independent simple random samples selected from normally distributed populations. Also assume that the population standard deviations are equal ($\sigma_1 = \sigma_2$), so that the standard error of the differences between means is obtained by pooling the sample variances as described in Part 2 of this section.

#### 37. Hypothesis Test with Pooling
Repeat Exercise 9 with the additional assumption that $\sigma_1 = \sigma_2$. How are the results affected by this additional assumption?

#### 38. Confidence Interval with Pooling
Repeat Exercise 10 with the additional assumption that $\sigma_1 = \sigma_2$. How are the results affected by this additional assumption?

#### 39. Confidence Interval with Pooling
Repeat Exercise 11 with the additional assumption that $\sigma_1 = \sigma_2$. How are the results affected by this additional assumption?

#### 40. Hypothesis Test with Pooling
Repeat Exercise 12 with the additional assumption that $\sigma_1 = \sigma_2$. How are the results affected by this additional assumption?
41. Effects of an Outlier Refer to Exercise 31 and create an outlier by changing the first value listed for kings and queens from 17 years to 1700 years. After making that change, describe the effects of the outlier on the hypothesis test and confidence interval. Does the outlier have a dramatic effect on the results?

42. Effects of Units of Measurement How are the results of Exercise 31 affected if all of the longevity times are converted from years to months? In general, does the choice of the scale affect the conclusions about equality of the two population means, and does the choice of scale affect the confidence interval?

43. Effect of No Variation in Sample An experiment was conducted to test the effects of alcohol. Researchers measured the breath alcohol levels for a treatment group of people who drank ethanol and another group given a placebo. The results are given in the accompanying table. Use a 0.05 significance level to test the claim that the two sample groups come from populations with the same mean. The given results are based on data from “Effects of Alcohol Intoxication on Risk Taking, Strategy, and Error Rate in Visuomotor Performance,” by Streufert, et al., *Journal of Applied Psychology*, Vol. 77, No. 4.

<table>
<thead>
<tr>
<th>Group</th>
<th>( n )</th>
<th>( \bar{x} )</th>
<th>( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment Group</td>
<td>22</td>
<td>0.049</td>
<td>0.015</td>
</tr>
<tr>
<td>Placebo Group</td>
<td>22</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

44. Calculating Degrees of Freedom How is the number of degrees of freedom for Exercises 9 and 10 affected if Formula 9-1 is used instead of selecting the smaller of \( n_1 - 1 \) and \( n_2 - 1 \)? If Formula 9-1 is used for the number of degrees of freedom instead of the smaller of \( n_1 - 1 \) and \( n_2 - 1 \), how are the hypothesis test and the confidence interval affected? In what sense is “df = smaller of \( n_1 - 1 \) and \( n_2 - 1 \)” a more conservative estimate of the number of degrees of freedom than the estimate obtained with Formula 9-1?

Crest and Dependent Samples

In the late 1950s, Procter & Gamble introduced Crest toothpaste as the first such product with fluoride. To test the effectiveness of Crest in reducing cavities, researchers conducted experiments with several sets of twins. One of the twins in each set was given Crest with fluoride, while the other twin continued to use ordinary toothpaste without fluoride. It was believed that each pair of twins would have similar eating, brushing, and genetic characteristics. Results showed that the twins who used Crest had significantly fewer cavities than those who did not. This use of twins as dependent samples allowed the researchers to control many of the different variables affecting cavities.
**Objectives**

Test a claim about the mean of the differences from dependent samples or construct a confidence interval estimate of the mean of the differences from dependent samples.

**Notation for Dependent Samples**

- $d$ = individual difference between the two values in a single matched pair
- $\mu_d$ = mean value of the differences $d$ for the population of all pairs of data
- $\overline{d}$ = mean value of the differences $d$ for the paired sample data
- $s_d$ = standard deviation of the differences $d$ for the paired sample data
- $n$ = number of pairs of data

**Requirements**

1. The sample data are dependent.
2. The samples are simple random samples.
3. Either or both of these conditions is satisfied: The number of pairs of sample data is large ($n > 30$) or the pairs of values have differences that are from a population having a distribution that is approximately normal. (These methods are robust against departures for normality, so for small samples, the normality requirement is loose in the sense that the procedures perform well as long as there are no outliers and departures from normality are not too extreme.)

**Hypothesis Test Statistic for Dependent Samples**

$$t = \frac{\overline{d} - \mu_d}{s_d / \sqrt{n}}$$

where degrees of freedom $= n - 1$.

*P*-values and Critical values: Table A-3 ($t$ distribution)

**Confidence Intervals for Dependent Samples**

$$\overline{d} - E < \mu_d < \overline{d} + E$$

where

$$E = t_{a/2} \frac{s_d}{\sqrt{n}}$$

Critical values of $t_{a/2}$: Use Table A-3 with $n - 1$ degrees of freedom.

---

**SC Example 1**

**Hypothesis Test of Claimed Freshman Weight Gain**

Data Set 3 in Appendix B includes measured weights of college students in September and April of their freshman year. Table 9-1 lists a small portion of those sample values. (Here we use only a small portion of the available data so that we can better illustrate the method of hypothesis testing.) Use the sample data in Table 9-1 with a 0.05 significance level to test the claim that for the population of students, the mean change in weight from September to April is equal to 0 kg.
Table 9-1  Weight (kg) Measurements of Students in Their Freshman Year

<table>
<thead>
<tr>
<th>April weight</th>
<th>66</th>
<th>52</th>
<th>68</th>
<th>69</th>
<th>71</th>
</tr>
</thead>
<tbody>
<tr>
<td>September weight</td>
<td>67</td>
<td>53</td>
<td>64</td>
<td>71</td>
<td>70</td>
</tr>
<tr>
<td>Difference $d = (\text{April weight}) - (\text{September weight})$</td>
<td>-1</td>
<td>-1</td>
<td>4</td>
<td>-2</td>
<td>1</td>
</tr>
</tbody>
</table>

**SOLUTION**  

**REQUIREMENTS CHECK**  We address the three requirements listed earlier in this section. (1) The samples are dependent because the values are paired, with each pair measured from the same student. (2) Instead of being a simple random sample of selected students, all subjects volunteered for the study, so the second requirement is not satisfied. This limitation is cited in the journal article describing the results of the study. We will proceed as if the requirement of a simple random sample is satisfied; see the comments in the interpretation that follows the solution. (3) The number of pairs is not large, so we should check for normality of the differences and we should check for outliers. Inspection of the differences shows that there are no outliers, and the accompanying STATDISK displays shows the histogram with a distribution that is not substantially far from being normal. (A normal quantile plot also suggests that the differences are from a population with a distribution that is approximately normal.) The requirements are satisfied.

**STATDISK**

Let’s express the amounts of weight gained from September to April by considering differences in this format: $(\text{April weight}) - (\text{September weight})$. If we use $\mu_d$ (where the subscript $d$ denotes “difference”) to denote the mean of the “April − September” differences in weight of college students during their freshman year, the claim is that $\mu_d = 0$ kg.

We will follow the same basic method of hypothesis testing that was introduced in Chapter 8, but we use the test statistic for dependent samples that was given earlier in this section.

**Step 1:** The claim is that $\mu_d = 0$ kg. (That is, the mean weight gain is equal to 0 kg.)

**Step 2:** If the original claim is not true, we have $\mu_d \neq 0$ kg.

**Step 3:** The null hypothesis must express equality and the alternative hypothesis cannot include equality, so we have

$$H_0: \mu_d = 0 \text{ kg (original claim)} \quad H_1: \mu_d \neq 0 \text{ kg}$$

**Step 4:** The significance level is $\alpha = 0.05$.

**Step 5:** We use the Student $t$ distribution.

**Step 6:** Before finding the value of the test statistic, we must first find the values of $\bar{d}$ and $s_d$. Refer to Table 9-1 and use the differences of $-1$, $-1$, $4$, $-2$, and $1$ to find these sample statistics: $\bar{d} = 0.2$ and $s_d = 2.4$. Using these sample statistics continued
Twins in Twinsburg

During the first weekend in August of each year, Twinsburg, Ohio celebrates its annual “Twins Days in Twinsburg” festival. Thousands of twins from around the world have attended this festival in the past. Scientists saw the festival as an opportunity to study identical twins. Because they have the same basic genetic structure, identical twins are ideal for studying the different effects of heredity and environment on a variety of traits, such as male baldness, heart disease, and deafness—traits that were recently studied at one Twinsburg festival. A study of twins showed that myopia (near-sightedness) is strongly affected by hereditary factors, not by environmental factors such as watching television, surfing the Internet, or playing computer or video games.

and the assumption of the hypothesis test that \( \mu_d = 0 \) kg, we can now find the value of the test statistic. (Technology uses more decimal places and provides the more accurate test statistic of \( t = 0.187 \).)

\[
 t = \frac{\overline{d} - \mu_d}{\frac{s_d}{\sqrt{n}}}
 = \frac{0.2 - 0}{\frac{2.4}{\sqrt{5}}}
 = 0.186
\]

Because we are using a \( t \) distribution, we refer to Table A-3 to find the critical values of \( t = \pm 2.776 \) as follows: Use the column for 0.05 (Area in Two Tails), and use the row with degrees of freedom of \( n - 1 = 4 \). Figure 9-4 shows the test statistic, critical values, and critical region.

**Step 7:** Because the test statistic does not fall in the critical region, we fail to reject the null hypothesis.

**INTERPRETATION** We conclude that there is not sufficient evidence to warrant rejection of the claim that for the population of students, the mean change in weight from September to April is equal to 0 kg. Based on the sample results listed in Table 9-1, there does not appear to be a significant weight gain from September to April.

The conclusion should be qualified with the limitations noted in the article about the study. The requirement of a simple random sample is not satisfied, because only Rutgers students were used. Also, the study subjects are volunteers, so there is a potential for a self-selection bias. In the article describing the study, the authors cited these limitations and stated that “Researchers should conduct additional studies to better characterize dietary or activity patterns that predict weight gain among young adults who enter college or enter the workforce during this critical period in their lives.”

**P-Value Method** Example 1 used the traditional method, but the \( P \)-value method could also be used. Using technology, we can find the \( P \)-value of 0.8605. (Using Table A-3 with the test statistic of \( t = 0.186 \) and 4 degrees of freedom, we can determine that the \( P \)-value is greater than 0.20.) We again fail to reject the null hypothesis, because the \( P \)-value is greater than the significance level of \( \alpha = 0.05 \).

Example 2 uses the \( P \)-value method with all 67 pairs of data (from Data Set 3 in Appendix B) instead of the 5 pairs of data shown in Table 9-1.
Hypothesis Test of Claimed Freshman Weight Gain
Example 1 used only the five pairs of sample values listed in Table 9-1, but Data Set 3 in Appendix B includes results from 67 subjects. If we repeat Example 1 using Minitab with all 67 pairs of sample data, we obtain the following display. Minitab shows that with the 67 pairs of sample data, the test statistic is $t = 2.48$ and the $P$-value is 0.016. Because the $P$-value is less than the significance level of 0.05, we now reject the null hypothesis. We now conclude that there is sufficient evidence to warrant rejection of the claim that the mean difference is equal to 0 kg.

Confidence Interval for Estimating the Mean Weight Change
Using the same paired sample data in Table 9-1, construct a 95% confidence interval estimate of $\mu_d$, which is the mean of the “April–September” weight differences of college students in their freshman year.

Requirements Check
The solution for Example 1 includes verification that the requirements are satisfied.

We use the values of $\bar{d} = 0.2$, $s_d = 2.4$, $n = 5$, and $t_{a/2} = 2.776$ (found from Table A-3 with $n - 1 = 4$ degrees of freedom and an area of 0.05 in two tails). We first find the value of the margin of error $E$.

$$E = t_{a/2} \frac{s_d}{\sqrt{n}} = 2.776 \cdot \frac{2.4}{\sqrt{5}} = 3.0$$

We now find the confidence interval.

$$\bar{d} - E < \mu_d < \bar{d} + E$$
$$0.2 - 3.0 < \mu_d < 0.2 + 3.0$$
$$-2.8 < \mu_d < 3.2$$

Interpretation
We have 95% confidence that the limits of $-2.8$ kg and 3.2 kg contain the true value of the mean weight change from September to April. In the long run, 95% of such samples will lead to confidence interval limits that actually do contain the true population mean of the differences. Note that the confidence interval includes the value of 0 kg, so it is very possible that the mean of the weight changes is equal to 0 kg.

Confidence Interval for Estimating the Mean Weight Change
Data Set 3 in Appendix B includes results from 67 subjects. If we repeat Example 3 using STATDISK with all 67 pairs of sample data, we obtain the following result.

95% Confidence interval: $0.2306722 < \mu_d < 2.127537$ continued
This confidence interval suggests that the mean weight gain is likely to be between 0.2 kg and 2.1 kg. This confidence interval does not include the value of 0 kg, so the larger data set suggests that the typical college student does gain some weight during the freshman year, and the mean amount of the weight gains is estimated to be between 0.2 kg and 2.1 kg.

Is the Freshman 15 a Myth? The Chapter Problem describes the urban legend known as the Freshman 15, which is the common belief that students gain an average of 15 lb (or 6.8 kg) during their freshman year. Let’s again express the amounts of weight gained from September to April by considering the sample values in this format: (April weight) − (September weight). (In this format, positive differences represent gains in weight, and negative differences represent losses of weight. Based on this format, the Freshman 15 claim is that the mean of the differences is 15 lb or 6.8 kg.) If we use $\mu_d$ to denote the mean of the “April − September” differences in weight of college students during their freshman year, the “Freshman 15” is the claim that $\mu_d = 15$ lb or $\mu_d = 6.8$ kg. If we test $\mu_d = 6.8$ kg using a 0.05 significance level with all 67 subjects from Data Set 3 in Appendix B, we get the Minitab results displayed below.

Minitab shows that the test statistic is $t = -11.83$ and the $P$-value is 0.000 (rounded to three decimal places). Because the $P$-value is less than the significance level of 0.05, we reject the null hypothesis. There is sufficient evidence to warrant rejection of the claim that the mean weight change is equal to 6.8 kg (or 15 pounds).

The confidence interval from Example 4 shows that the mean weight gain is likely to be between 0.2 kg and 2.1 kg (or between 0.4 lb and 4.6 lb), so the claim of a mean weight gain of 15 lb appears to be unfounded. These results suggest that the Freshman 15 is a myth. This conclusion should again be qualified with the limitations of the study. Only Rutgers students were used, and study subjects volunteered instead of being randomly selected. However, the findings from this study are generally consistent with those from other similar studies, so the Freshman 15 does appear to be a myth. Based on Data Set 3 in Appendix B, it appears that students do gain some weight during their freshman year, but the mean weight gain is much more modest than the 15 pounds claimed in the Freshman 15 myth.

EXPERIMENTAL DESIGN

Suppose we want to conduct an experiment to compare the effectiveness of two different types of fertilizer (one organic and one chemical). The fertilizers are to be used on 20 plots of land with equal area, but varying soil quality. To make a fair comparison, we should divide each of the 20 plots in half so that one half is treated with organic fertilizer and the other half is treated with chemical fertilizer, creating dependent samples. The yields can then be matched by the plots they share, resulting in paired data. The advantage to using paired data is that we reduce extraneous variation, which could occur if each plot were treated with one type of fertilizer.
rather than both—that is, if the samples were independent. This strategy for designing an experiment can be generalized by the following design principle:

When designing an experiment or planning an observational study, using dependent samples with paired data is generally better than using two independent samples.

**Confidence Intervals and Paired t Interval.** In the dialog box, click on the pencil icon for the first quantitative column and enter the range of values for the first sample, such as A1:A25. Click on the pencil icon for the second quantitative column and enter the range of values for the second sample. Click on OK. Now complete the new dialog box by following the indicated steps.

**Data Analysis add-in:** If using Excel 2010 or Excel 2007, click on Data, then Data Analysis; if using Excel 2003, click on Tools, found on the main menu bar, then select Data Analysis, and proceed to select t-test Paired Two Sample for Means. In the dialog box, enter the range of values for each of the two samples, enter the assumed value of the population mean difference (typically 0), and enter the significance level. The displayed results will include the test statistic, the P-values for a one-tailed test and a two-tailed test, and the critical values for a one-tailed test and a two-tailed test.

**Confidence Intervals and Paired t Interval.** In the dialog box, click on the pencil icon for the first quantitative column and enter the range of values for the first sample, such as A1:A25. Click on the pencil icon for the second quantitative column and enter the range of values for the second sample. Click on OK. Now complete the new dialog box by following the indicated steps.

**Data Analysis add-in:** If using Excel 2010 or Excel 2007, click on Data, then Data Analysis; if using Excel 2003, click on Tools, found on the main menu bar, then select Data Analysis, and proceed to select t-test Paired Two Sample for Means. In the dialog box, enter the range of values for each of the two samples, enter the assumed value of the population mean difference (typically 0), and enter the significance level. The displayed results will include the test statistic, the P-values for a one-tailed test and a two-tailed test, and the critical values for a one-tailed test and a two-tailed test.

**Statistical Literacy and Critical Thinking**

1. **Notation** Listed below are the time intervals (in minutes) before and after eruptions of the Old Faithful geyser. Find the values of \( \mu_d \) and \( s_d \). In general, what does \( \mu_d \) represent?

<table>
<thead>
<tr>
<th>Time interval before eruption</th>
<th>98</th>
<th>92</th>
<th>95</th>
<th>87</th>
<th>96</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time interval after eruption</td>
<td>92</td>
<td>95</td>
<td>92</td>
<td>100</td>
<td>90</td>
</tr>
</tbody>
</table>

2. **Clinical Test** The drug Dozenol is tested on 40 male subjects recruited from New York and 40 female subjects recruited from California. The researcher pairs the 40 male subjects and the 40 female subjects. Can the methods of this section be used to analyze the results? Why or why not?

3. **Paired Pulse Rates and Cholesterol Levels** Using Data Set 1 in Appendix B, a researcher pairs pulse rates and cholesterol levels for the 40 women. Can the methods of this section be used to construct a confidence interval? Why or why not?

4. **Confidence Intervals** Example 4 showed that the 67 dependent April and September weight measurements from Data Set 3 in Appendix B result in this 95% confidence interval:
0.2 \text{ kg} < \mu_d < 2.1 \text{ kg}. If the same data are treated as two independent samples, the result is this 95\% confidence interval: \(-2.7 \text{ kg} < \mu_1 - \mu_2 < 5.0 \text{ kg}\). What is the fundamental difference between interpretations of these two confidence intervals?

**Calculations with Paired Sample Data.** In Exercises 5 and 6, assume that you want to use a 0.05 significance level to test the claim that the paired sample data come from a population for which the mean difference is \(\mu_d = 0\). Find (a) \(d\), (b) \(s_d\), (c) the \(t\) test statistic, and (d) the critical values.

**5. Car Mileage** Listed below are measured fuel consumption amounts (in miles/gal) from a sample of cars (Acura RL, Acura TSX, Audi A6, BMW 525i) taken from Data Set 16 in Appendix B.

<table>
<thead>
<tr>
<th>City fuel consumption</th>
<th>18</th>
<th>22</th>
<th>21</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highway fuel consumption</td>
<td>26</td>
<td>31</td>
<td>29</td>
</tr>
</tbody>
</table>

**6. Forecast Temperatures** Listed below are predicted high temperatures that were forecast before different days (based on Data Set 11 in Appendix B).

<table>
<thead>
<tr>
<th>Predicted high temperature forecast three days ahead</th>
<th>79</th>
<th>86</th>
<th>79</th>
<th>83</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted high temperature forecast five days ahead</td>
<td>80</td>
<td>80</td>
<td>79</td>
<td>80</td>
<td>79</td>
</tr>
</tbody>
</table>

**7. Confidence Interval** Using the sample paired data in Exercise 5, construct a 95\% confidence interval for the population mean of all differences, in this format: (city fuel consumption) — (highway fuel consumption).

**8. Confidence Interval** Using the sample paired data in Exercise 6, construct a 99\% confidence interval for the population mean of all differences, in this format: (high temperature predicted three days ahead) — (high temperature predicted five days ahead).

**In Exercises 9–20, assume that the paired sample data are simple random samples and that the differences have a distribution that is approximately normal.**

**9. Does BMI Change During Freshman Year?** Listed below are body mass indices (BMI) of the same students included in Table 9-1 on page 489. The BMI of each student was measured in September and April of the freshman year (based on data from “Changes in Body Weight and Fat Mass of Men and Women in the First Year of College: A Study of the ‘Freshman 15,’” by Hoffman, Policastro, Quick, and Lee, *Journal of American College Health*, Vol. 55, No. 1). Use a 0.05 significance level to test the claim that the mean change in BMI for all students is equal to 0. Does BMI appear to change during freshman year?

<table>
<thead>
<tr>
<th>April BMI</th>
<th>20.15</th>
<th>19.24</th>
<th>20.77</th>
<th>23.85</th>
<th>21.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>September BMI</td>
<td>20.68</td>
<td>19.48</td>
<td>19.59</td>
<td>24.57</td>
<td>20.96</td>
</tr>
</tbody>
</table>

**10. Confidence Interval for BMI Changes** Use the same paired data from Exercise 9 to construct a 95\% confidence interval estimate of the change in BMI during freshman year. Does the confidence interval include 0, and what does that suggest about BMI during freshman year?

**11. Are Best Actresses Younger than Best Actors?** Listed below are ages of actresses and actors at the times that they won Oscars. The data are paired according to the years that they won. Use a 0.05 significance level to test the common belief that best actresses are younger than best actors. Does the result suggest a problem in our culture?

<table>
<thead>
<tr>
<th>Best Actresses</th>
<th>28</th>
<th>32</th>
<th>27</th>
<th>27</th>
<th>26</th>
<th>24</th>
<th>25</th>
<th>29</th>
<th>41</th>
<th>40</th>
<th>27</th>
<th>42</th>
<th>33</th>
<th>21</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Actors</td>
<td>62</td>
<td>41</td>
<td>52</td>
<td>41</td>
<td>34</td>
<td>40</td>
<td>56</td>
<td>41</td>
<td>39</td>
<td>49</td>
<td>48</td>
<td>56</td>
<td>42</td>
<td>62</td>
<td>29</td>
</tr>
</tbody>
</table>

**12. Are Flights Cheaper When Scheduled Earlier?** Listed below are the costs (in dollars) of flights from New York (JFK) to San Francisco for US Air, Continental, Delta, United, American, Alaska, and Northwest. Use a 0.01 significance level to test the claim that flights
scheduled one day in advance cost more than flights scheduled 30 days in advance. What strategy appears to be effective in saving money when flying?

| Flight scheduled one day in advance | 456 | 614 | 628 | 1088 | 943 | 567 | 536 |
| Flight scheduled 30 days in advance | 244 | 260 | 264 | 264 | 278 | 318 | 280 |

13. Does Your Body Temperature Change During the Day? Listed below are body temperatures (in °F) of subjects measured at 8:00 AM and at 12:00 AM (from University of Maryland physicians listed in Data Set 2 in Appendix B). Construct a 95% confidence interval estimate of the difference between the 8:00 AM temperatures and the 12:00 AM temperatures. Is body temperature basically the same at both times?

<table>
<thead>
<tr>
<th>Time</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00 AM</td>
<td>97.0 96.2 97.6 96.4 97.8 99.2</td>
</tr>
<tr>
<td>12:00 AM</td>
<td>98.0 98.6 98.8 98.0 98.6 97.6</td>
</tr>
</tbody>
</table>

14. Is Blood Pressure the Same for Both Arms? Listed below are systolic blood pressure measurements (mm Hg) taken from the right and left arms of the same woman (based on data from "Consistency of Blood Pressure Differences Between the Left and Right Arms," by Eguchi, et al., *Archives of Internal Medicine,* Vol. 167). Use a 0.05 significance level to test for a difference between the measurements from the two arms. What do you conclude?

<table>
<thead>
<tr>
<th>Arm</th>
<th>Right arm</th>
<th>Left arm</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00 AM</td>
<td>102 101</td>
<td>94 79 79</td>
</tr>
<tr>
<td>12:00 AM</td>
<td>175 169</td>
<td>182 146 144</td>
</tr>
</tbody>
</table>

15. Is Friday the 13th Unlucky? Researchers collected data on the numbers of hospital admissions resulting from motor vehicle crashes, and results are given below for Fridays on the 6th of a month and Fridays on the following 13th of the same month (based on data from “Is Friday the 13th Bad for Your Health?” by Scanlon, et al., *British Medical Journal,* Vol. 307, as listed in the *Data and Story Line* online resource of data sets). Use a 0.05 significance level to test the claim that when the 13th day of a month falls on a Friday, the numbers of hospital admissions from motor vehicle crashes are not affected.

<table>
<thead>
<tr>
<th>Day</th>
<th>Friday the 6th</th>
<th>Friday the 13th</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00 AM</td>
<td>9 6 11 11 3 5</td>
<td>13 12 14 10 4 12</td>
</tr>
</tbody>
</table>

16. Tobacco and Alcohol in Children’s Movies Listed below are times (seconds) that animated Disney movies showed the use of tobacco and alcohol. (See Data Set 7 in Appendix B.) Use a 0.05 significance level to test the claim that the mean of the differences is greater than 0 sec, so that more time is devoted to showing tobacco than alcohol. For animated children’s movies, how much time should be spent showing the use of tobacco and alcohol?

<table>
<thead>
<tr>
<th>Substance</th>
<th>Tobacco use (sec)</th>
<th>Alcohol use (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00 AM</td>
<td>176 51 0 299 74 2 23 205 6 155</td>
<td></td>
</tr>
<tr>
<td>12:00 AM</td>
<td>88 33 113 51 0 3 46 73 5 74</td>
<td></td>
</tr>
</tbody>
</table>

17. Car Repair Costs Listed below are the costs (in dollars) of repairing the front ends and rear ends of different cars when they were damaged in controlled low-speed crash tests (based on data from the Insurance Institute for Highway Safety). The cars are Toyota, Mazda, Volvo, Saturn, Subaru, Hyundai, Honda, Volkswagen, and Nissan. Construct a 95% confidence interval of the mean of the differences between front repair costs and rear repair costs. Is there a difference?

<table>
<thead>
<tr>
<th>Car</th>
<th>Front repair cost</th>
<th>Rear repair cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toyota</td>
<td>936 978 2252 1032</td>
<td>3911 4312 3469 2598</td>
</tr>
<tr>
<td>Mazda</td>
<td>1480 1202 802 3191</td>
<td>1122 739 2769 3375</td>
</tr>
</tbody>
</table>

18. Self-Reported and Measured Male Heights As part of the National Health and Nutrition Examination Survey, the Department of Health and Human Services obtained self-reported heights and measured heights for males aged 12–16. All measurement are in inches. Listed below are sample results.

a. Is there sufficient evidence to support the claim that there is a difference between self-reported heights and measured heights of males aged 12–16? Use a 0.05 significance level.
b. Construct a 95% confidence interval estimate of the mean difference between reported
effects and measured heights. Interpret the resulting confidence interval, and comment on
the implications of whether the confidence interval limits contain 0.

Reported height: 68 71 63 70 71 60 65 64 54 63 66 72
Measured height: 67.9 69.9 64.9 68.3 70.3 60.6 64.5 67.0 55.6 74.2 65.0 70.8

19. Car Fuel Consumption Ratings Listed below are combined city–highway fuel con-
sumption ratings (in miles/gal) for different cars measured under both the old rating system
and a new rating system introduced in 2008 (based on data from USA Today). The new rat-
ings were implemented in response to complaints that the old ratings were too high. Use a
0.01 significance level to test the claim the old ratings are higher than the new ratings.

Old rating: 16 18 27 17 33 28 33 18 24 19 18 27 22 18 20 29 19 27 20 21
New rating: 15 16 24 15 29 25 29 16 22 17 16 24 20 16 18 26 17 25 18 19

20. Heights of Winners and Runners-Up Listed below are the heights (in inches) of can-
didates who won presidential elections and the heights of the candidates who were runners
up. The data are in chronological order, so the corresponding heights from the two lists are
matched. For candidates who won more than once, only the heights from the first election are
included, and no elections before 1900 are included.

a. A well-known theory is that winning candidates tend to be taller than the corresponding
losing candidates. Use a 0.05 significance level to test that theory. Does height appear to be an
important factor in winning the presidency?

b. If you plan to test the claim in part (a) by using a confidence interval, what confidence level
should be used? Construct a confidence interval using that confidence level, then interpret the
result.

<table>
<thead>
<tr>
<th>Won Presidency</th>
<th>Runner-Up</th>
</tr>
</thead>
<tbody>
<tr>
<td>71 74.5 74 73 69.5 71.5 75 72</td>
<td>73 74 68 69.5 72 71 72 71.5</td>
</tr>
<tr>
<td>70.5 69 74 70 71 72 70 67</td>
<td>70 68 71 72 70 72 72 72</td>
</tr>
</tbody>
</table>

Large Data Sets. In Exercises 21–24, use the indicated Data Sets from Appendix B.
Assume that the paired sample data are simple random samples and the differ-
ences have a distribution that is approximately normal.

21. Voltage Refer to the voltages listed in Data Set 13 in Appendix B.

a. The list of home voltages were measured from the author’s home, and the list of UPS volt-
ages were measured from the author’s uninterruptible power supply with voltage supplied by
the same power company on the same day. Use a 0.05 significance level to test the claim that
these paired sample values have differences that are from a population with a mean of 0 volts.
What do you conclude?

b. Why should the methods of this section not be used with the home voltages and the gener-
ator voltages?

22. Repeat Exercise 9 using the BMI measurements from all 67 subjects listed in Data Set 3
in Appendix B.

23. Paper or Plastic? Refer to Data Set 22 in Appendix B. Construct a 95% confidence in-
terval estimate of the mean of the differences between weights of discarded paper and weights
of discarded plastic. Which seems to weigh more: discarded paper or discarded plastic?

24. Glass and Food Refer to Data Set 22 in Appendix B. Construct a 95% confidence in-
terval estimate of the mean of the differences between weights of discarded glass and weights
of discarded food. Which seems to weigh more: discarded glass or discarded food? Which cre-
ates more of an environmental problem: discarded glass or discarded food? Why?
25. Testing Reaction Times Students of the author were tested for reaction times (in thousandths of a second) using their right and left hands. (Each value is the elapsed time between the release of a strip of paper and the instant that it is caught by the subject.) Results from five of the students are included in the graph below. Use a 0.05 significance level to test the claim that there is no difference between the reaction times of the right and left hands.

MINITAB

26. Effects of an Outlier and Units of Measurement

a. When using the methods of this section, can an outlier have a dramatic effect on the hypothesis test and confidence interval?

b. The examples in this section used weights measured in kilograms. If we convert all sample weights to pounds, will the change in the units affect the hypothesis tests? Are confidence intervals affected by such a change in units? How?

Comparing Variation in Two Samples

Key Concept In this section we present the $F$ test for comparing two population variances (or standard deviations). The $F$ test (named for statistician Sir Ronald Fisher) uses the $F$ distribution introduced in this section. The $F$ test requires that both populations have normal distributions, and this test is very sensitive to departures from normal distributions. Part 1 describes the $F$ test procedure, and Part 2 gives a brief description of two alternative methods for comparing variation in two samples.

Part 1: $F$ Test for Comparing Variances

Recall that a sample variance $s^2$ is the square of the sample standard deviation $s$. In this section we designate the larger of the two sample variances as $s_1^2$ (so that computations are easier). The smaller sample variance is denoted as $s_2^2$.

Objective

Test a claim about two population standard deviations or variances.

Notation for Hypothesis Tests with Two Variances or Standard Deviations

- $s_1^2 = \text{larger of the two sample variances}$
- $n_1 = \text{size of the sample with the larger variance}$
- $\sigma_1^2 = \text{variance of the population from which the sample with the larger variance was drawn}$

The symbols $s_2^2$, $n_2$, and $\sigma_2^2$ are used for the other sample and population.

continued
Requirements

1. The two populations are independent.
2. The two samples are simple random samples.
3. The two populations are each normally distributed.
   (This $F$ test is not robust, meaning that it performs poorly if one or both of the populations has a distribution that is not normal. The requirement of normal distributions is therefore quite strict for this $F$ test.)

Test Statistic for Hypothesis Tests with Two Variances

$F = \frac{s_1^2}{s_2^2}$ (where $s_1^2$ is the larger of the two sample variances)

Critical values: Use Table A-5 to find critical $F$ values that are determined by the following:

1. The significance level $\alpha$ (Table A-5 includes critical values for $\alpha = 0.025$ and $\alpha = 0.05$.)
2. Numerator degrees of freedom $= n_1 - 1$
3. Denominator degrees of freedom $= n_2 - 1$

$F$ Distribution

For two normally distributed populations with equal variances ($\sigma_1^2 = \sigma_2^2$), the sampling distribution of the test statistic $F = \frac{s_1^2}{s_2^2}$ is the $F$ distribution shown in Figure 9-5. If you repeat the process of selecting samples from two normally distributed populations with equal variances, the distribution of the ratio $s_1^2/s_2^2$ is the $F$ distribution.

In Figure 9-5, note these properties of the $F$ distribution:

- The $F$ distribution is not symmetric.
- Values of the $F$ distribution cannot be negative.
- The exact shape of the $F$ distribution depends on the two different degrees of freedom.

Finding Critical $F$ Values

To find a critical $F$ value corresponding to a 0.05 significance level, refer to Table A-5 and use the right-tail area of 0.025 or 0.05, depending on the type of test:

- Two-tailed test: Use Table A-5 with 0.025 in the right tail. (We have $\alpha = 0.05$ divided between the two tails, so the area in the right tail is 0.025.)
- One-tailed test: Use Table A-5 with $\alpha = 0.05$ in the right tail.

Figure 9-5

$F$ Distribution

There is a different $F$ distribution for each different pair of degrees of freedom for the numerator and denominator.
Find the critical value of $F$ in the column with the number $n_1 - 1$ and the row with the number $n_2 - 1$. Because we are stipulating that the larger sample variance is $s_1^2$, all one-tailed tests will be right-tailed and all two-tailed tests will require that we find only the critical value located to the right. (We have no need to find a critical value at the left tail, which can be somewhat tricky. See Exercise 23.)

Table A-5 provides critical values for select sample sizes and significance levels, but technology provides $P$-values or critical values for any sample sizes and significance levels.

**Interpreting the $F$ Test Statistic** If the two populations really do have equal variances, then the ratio $s_1^2 / s_2^2$ tends to be close to 1 because $s_1^2$ and $s_2^2$ tend to be very different numbers. If we let $s_1^2$ be the larger sample variance, then the ratio $s_1^2 / s_2^2$ will be a large number whenever $s_1^2$ and $s_2^2$ are far apart in value. Consequently, a value of $F$ near 1 will be evidence in favor of $\sigma_1^2 = \sigma_2^2$, but a large value of $F$ will be evidence against the conclusion of equality of the population variances.

*Large values of $F$ are evidence against $\sigma_1^2 = \sigma_2^2$.*

**Claims About Standard Deviations** The $F$ test statistic applies to a claim made about two variances, but we can also use it for claims about two population standard deviations. Any claim about two population standard deviations can be restated in terms of the corresponding variances.

**Explore the Data!** Because the $F$ test requirement of normal distributions is so important and so strict, we should begin by examining the distributions of the samples with histograms, boxplots, and normal quantile plots, and we should search for outliers. See the requirement check in the following example.

### Example 1: Comparing Variation in Weights of Quarters

Data Set 20 in Appendix B includes weights (in grams) of quarters made before 1964 and weights of quarters made after 1964. Sample statistics are listed below. When designing coin vending machines, we must consider the standard deviations of pre-1964 quarters and post-1964 quarters. Use a 0.05 significance level to test the claim that the weights of pre-1964 quarters and the weights of post-1964 quarters are from populations with the same standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>Pre-1964 Quarters</th>
<th>Post-1964 Quarters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>$s$</td>
<td>0.08700 g</td>
<td>0.06194 g</td>
</tr>
</tbody>
</table>

**Requirements Check** (1) The two populations are clearly independent of each other. Quarters made before 1964 are not at all related to those made after 1964. The quarters are not matched or paired in any way. (2) The two samples are simple random samples selected from coins in circulation. (3) The two samples appear to be from populations having normal distributions, based on the STATDISK histograms and normal quantile plots shown below. Also, there are no outliers. The requirements are satisfied. ![Checkmark]

---

**Lower Variation, Higher Quality**

Ford and Mazda were producing similar transmissions that were supposed to be made with the same specifications. But the American-made transmissions required more warranty repairs than the Japanese-made transmissions.

When investigators inspected samples of the Japanese transmission gearboxes, they first thought that their measuring instruments were defective because they weren’t detecting any variability among the Mazda transmission gearboxes. They realized that although the American transmissions were within the specifications, the Mazda transmissions were not only within the specifications, but consistently close to the desired value. By reducing variability among transmission gearboxes, Mazda reduced the costs of inspection, scrap, rework, and warranty repair.
Instead of using the sample standard deviations to test the claim of equal population standard deviations, we use the sample variances to test the claim of equal population variances, but we can state conclusions in terms of standard deviations. Because we stipulate in this section that the larger variance is denoted by we let $s_1^2 = 0.08700^2$ and $s_2^2 = 0.06194^2$. We now proceed to use the traditional method of testing hypotheses as outlined in Figure 8-9.

**Step 1:** The claim of equal standard deviations is equivalent to a claim of equal variances, which we express symbolically as $\sigma_1^2 = \sigma_2^2$.

**Step 2:** If the original claim is false, then $\sigma_1^2 \neq \sigma_2^2$.

**Step 3:** Because the null hypothesis is the statement of equality and because the alternative hypothesis cannot contain equality, we have

$$H_0: \sigma_1^2 = \sigma_2^2 \text{ (original claim)} \quad H_1: \sigma_1^2 \neq \sigma_2^2$$

**Step 4:** The significance level is $\alpha = 0.05$.

**Step 5:** Because this test involves two population variances, we use the $F$ distribution.

**Step 6:** The test statistic is

$$F = \frac{s_1^2}{s_2^2} = \frac{0.08700^2}{0.06194^2} = 1.9729$$

For the critical values in this two-tailed test, refer to Table A-5 for the area of 0.025 in the right tail. Because we stipulate that the larger variance is placed in the numerator of the $F$ test statistic, we need to find only the right-tailed critical value. From Table A-5 we see that the critical value of $F$ is between 1.8752 and 2.0739, but it is much closer to 1.8752. Interpolation provides a critical value of
1.8951, but STATDISK, Excel, and Minitab provide the accurate critical value of 1.8907.

**Step 7:** Figure 9-6 shows that the test statistic $F = 1.9729$ does fall within the critical region, so we reject the null hypothesis of equal variances. There is sufficient evidence to warrant rejection of the claim of equal standard deviations.

**INTERPRETATION**

There is sufficient evidence to warrant rejection of the claim that the two standard deviations are equal. The variation among weights of quarters made after 1964 is significantly different from the variation among weights of quarters made before 1964.

In the preceding example we used a two-tailed test for the claim of equal variances. A right-tailed test would yield the same test statistic of $F = 1.9729$, but a different critical value of $F$.

**P-Value Method and Confidence Intervals**

Example 1 uses the traditional method for applying the $F$ test. The $P$-value method is easy to use with software capable of providing $P$-values. If the $P$-value is less than or equal to the significance level, reject the null hypothesis. (“If the $P$ is low, the null must go.”) For the preceding example, STATDISK, Excel, Minitab, and the TI-83/84 Plus calculator all provide a $P$-value of 0.0368. Exercise 24 deals with the construction of confidence intervals.

**Part 2: Alternative Methods**

Part 1 of this section presents the $F$ test for comparing variances. Because that test is so sensitive to departures from normality, we now briefly describe two alternative methods that are not so sensitive to departures from normality.

**Count Five**

The **count five** method is a relatively simple alternative to the $F$ test, and it does not require normally distributed populations. (See “A Quick, Compact,
Two-Sample Dispersion Test: Count Five,” by McGrath and Yeh, *American Statistician*, Vol. 59, No. 1.) If the two sample sizes are equal, and if one sample has at least five of the largest mean absolute deviations (MAD), then we conclude that its population has a larger variance. See Exercise 21 for the specific procedure.

**Levene-Brown-Forsythe Test** The Levene-Brown-Forsythe test (or modified Levene’s test) is another alternative to the $F$ test, and it is much more robust. This test begins with a transformation of each set of sample values. Within the first sample, replace each $x$ value with $|x - \text{median}|$, and do the same for the second sample. Using the transformed values, conduct a $t$ test of equality of means for independent samples, as described in Part 1 of Section 9-3. Because the transformed values are now deviations, the $t$ test for equality of means is actually a test comparing variation in the two samples. See Exercise 22.

In addition to the count five test and the Levene-Brown-Forsythe test, there are other alternatives to the $F$ test, as well as adjustments that improve the performance of the $F$ test. See “Fixing the $F$ Test for Equal Variances,” by Shoemaker, *American Statistician*, Vol. 57, No. 2.

**USING TECHNOLOGY**

**STATDISK** Select Analysis from the main menu, then select either Hypothesis Testing or Confidence Intervals, then StDev-Two Samples. Enter the required items in the dialog box and click on the Evaluate button.

**MINITAB** Either obtain the summary statistics for both samples, or enter the individual sample values in two columns. Select Stat, then Basic Statistics, then 2 Variances. A dialog box will appear: Either select the option of “Samples in different columns” and enter the column names, or select “Summarized data” and enter the summary statistics. Click on the Options button and enter the confidence level. (Enter 0.95 for a hypothesis test with a 0.05 significance level). Click OK, then click OK in the main dialog box. Minitab will return the $P$-value for a two-tailed test, so halve it for one-tailed tests.

In Minitab 16, you can also click on Assistant, then Hypothesis Tests, then select the case for 2-Sample Standard Deviation. Fill out the dialog box, then click OK to get three windows of results that include the $P$-value and much other helpful information.

**EXCEL** Excel requires entry of the original lists of sample data, so enter the data from the first sample in the first column A, then enter the values of the second sample in column B. If using Excel 2010 or Excel 2007, click on Data, then Data Analysis; if using Excel 2003, click on Tools and select Data Analysis. Now select F-Test Two-Sample for Variances. In the dialog box, enter the range of values for the first sample (such as A1:A40) and the range of values for the second sample. Enter the value of the significance level in the “Alpha” box. Excel will provide the $F$ test statistic, the $P$-value for the one-tailed case, and the critical $F$ value for the one-tailed case. For a two-tailed test, make two adjustments: (1) Enter the value that is half of the significance level, and (2) double the $P$-value given by Excel.

**TI-83/84 PLUS** Press the STAT key, then select TESTS, then 2-SampFTEST. You can use the summary statistics or you can use the data that are entered as lists.

**Critical values of $F$** To find critical values of $F$, use the program invf that is on the CD included with this book.

---

**9-5 Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. **Interpreting $F$** When testing the claim that two different simple random samples of heights of men are from populations having the same standard deviation, the author obtained the $F$ test statistic of 1.010 (based on data from the National Health and Nutrition Examination Survey). What does the value of the $F$ test statistic reveal about the sample data?

2. **$F$ Distribution** The author repeated the process of selecting two different random samples of heights of men (from data obtained through the National Health and Nutrition Examination Survey) and obtained the $F$ test statistic of 1.010. What does the value of the $F$ test statistic reveal about the sample data?
Survey). In each case, the ratio $s_1^2/s_2^2$ was recorded without the stipulation that $s_1$ is the larger of the two standard deviations. Identify two different properties of the distribution of values of that ratio.

3. **Robust** What does it mean when we say that the $F$ test described in this section is not robust against departures from normality? Name two alternatives that are more robust against departures from normality.

4. **Testing Normality** Given that the $F$ test is not robust against departures from normality, it becomes necessary to verify that the two samples are from populations having distributions that are quite close to normal distributions. Assume that you want to test the claim of equal standard deviations using the samples of cholesterol levels of men and women listed in Data Set 1 in Appendix B. What are some methods that can be used to test for normality?

**Hypothesis Test of Equal Variances.** In Exercises 5 and 6, test the given claim. Use a significance level of $\alpha = 0.05$ and assume that all populations are normally distributed.

5. **Zinc Treatment** Claim: Weights of babies born to mothers given placebos vary more than weights of babies born to mothers given zinc supplements (based on data from “The Effect of Zinc Supplementation on Pregnancy Outcome,” by Goldenberg, et al., *Journal of the American Medical Association*, Vol. 274, No. 6). Sample results are summarized below.

   Placebo group: $n = 16$, $\bar{x} = 3088$ g, $s = 728$ g
   Treatment group: $n = 16$, $\bar{x} = 3214$ g, $s = 669$ g

6. **Weights of Pennies** Claim: Weights of pre-1983 pennies and weights of post-1983 pennies have the same amount of variation. (The results are based on Data Set 20 in Appendix B.)

   Weights of pre-1983 pennies: $n = 35$, $\bar{x} = 3.07478$ g, $s = 0.03910$ g
   Weights of post-1983 pennies: $n = 37$, $\bar{x} = 2.49910$ g, $s = 0.01648$ g

7. **Interpreting Display from Loads on Cans** The axial load (in pounds) of a cola can is the maximum load that can be applied to the top before the can is crushed. When testing the claim that axial loads of cola cans with wall thickness of 0.0111 in. have the same standard deviation as the axial loads of cola cans with wall thickness of 0.0109 in., we obtain the accompanying TI-83/84 Plus calculator display. (The original data are listed in Data Set 21 in Appendix B.) Using the display and a 0.01 significance level, test the claim that the two samples are from populations with the same standard deviation.

8. **Interpreting Display for Student and Faculty Car Ages** Students at the author’s college randomly selected samples of student cars and faculty cars and recorded their ages based on the registration stickers. See the following Excel display of the results. What is the $P$-value for a hypothesis test of equal standard deviations? Is there sufficient evidence to support the claim that the ages of faculty cars and the ages of student cars have different amounts of variation?

**EXCEL**

**TI-83/84 Plus**

```
2-SampFTest
\sigma_1^2 \neq \sigma_2^2
F = 1.577726851
P = .0027873066
5x1 = 27.77466881
5x2 = 22.1123677
\downarrow x1 = 281.3057143
```
Hypothesis Tests of Claims About Variation. In Exercises 9-18, test the given claim. Assume that both samples are independent simple random samples from populations having normal distributions.

9. Baseline Characteristics In journal articles about clinical experiments, it is common to include baseline characteristics of the different treatment groups so that they can be compared. In an article about the effects of different diets, a table of baseline characteristics showed that 40 subjects treated with the Atkins diet had a mean age of 47 years with a standard deviation of 12 years. Also, 40 subjects treated with the Zone diet had a mean age of 51 years with a standard deviation of 9 years. Use a 0.05 significance level to test the claim that subjects from both treatment groups have ages with the same amount of variation. How are comparisons of treatments affected if the treatment groups have different characteristics?

10. Braking Distances of Cars A random sample of 13 four-cylinder cars is obtained, and the braking distances are measured and found to have a mean of 137.5 ft and a standard deviation of 5.8 ft. A random sample of 12 six-cylinder cars is obtained and the braking distances have a mean of 136.3 ft and a standard deviation of 9.7 ft (based on Data Set 16 in Appendix B). Use a 0.05 significance level to test the claim that braking distances of four-cylinder cars and braking distances of six-cylinder cars have the same standard deviation.

11. Testing Effects of Alcohol Researchers conducted an experiment to test the effects of alcohol. The errors were recorded in a test of visual and motor skills for a treatment group of 22 people who drank ethanol and another group of 22 people given a placebo. The errors for the treatment group have a standard deviation of 2.20, and the errors for the placebo group have a standard deviation of 0.72 (based on data from “Effects of Alcohol Intoxication on Risk Taking, Strategy, and Error Rate in Visuomotor Performance,” by Streufert, et al., *Journal of Applied Psychology*, Vol. 77, No. 4). Use a 0.05 significance level to test the claim that the treatment group has errors that vary more than the errors of the placebo group.

12. Home Size and Selling Price Using the sample data from Data Set 23 in Appendix B, 21 homes with living areas under 2000 ft$^2$ have selling prices with a standard deviation of $32,159.73. There are 19 homes with living areas greater than 2000 ft$^2$ and they have selling prices with a standard deviation of $66,628.50. Use a 0.05 significance level to test the claim that homes larger than 2000 ft$^2$ have selling prices that vary more than the smaller homes.

13. Magnet Treatment of Pain Researchers conducted a study to determine whether magnets are effective in treating back pain, with results given below (based on data from “Bipolar Permanent Magnets for the Treatment of Chronic Lower Back Pain: A Pilot Study,” by Collacott, Zimmerman, White, and Rindone, *Journal of the American Medical Association*, Vol. 283, No. 10). The values represent measurements of pain using the visual analog scale. Use a 0.05 significance level to test the claim that those given a sham treatment (similar to a placebo) have pain reductions that vary more than the pain reductions for those treated with magnets.

| Reduction in pain level after sham treatment: | $n = 20, \bar{x} = 0.44, s = 1.4$ |
| Reduction in pain level after magnet treatment: | $n = 20, \bar{x} = 0.49, s = 0.96$ |

14. Effects of Marijuana Use on College Students In a study of the effects of marijuana use, light and heavy users of marijuana in college were tested for memory recall, with the results given below (based on data from “The Residual Cognitive Effects of Heavy Marijuana Use in College Students,” by Pope and Yurgelun-Todd, *Journal of the American Medical Association*, Vol. 275, No. 7). Use a 0.05 significance level to test the claim that the population of heavy marijuana users has a standard deviation different from that of light users.

| Items sorted correctly by light marijuana users: | $n = 64, \bar{x} = 53.3, s = 3.6$ |
| Items sorted correctly by heavy marijuana users: | $n = 65, \bar{x} = 51.3, s = 4.5$ |

15. Radiation in Baby Teeth Listed below are amounts of strontium-90 (in millibecquerels or mBq per gram of calcium) in a simple random sample of baby teeth obtained from Pennsylvania residents and New York residents born after 1979 (based on data from “An Unexpected
Rise in Strontium-90 in U.S. Deciduous Teeth in the 1990s,” by Mangano, et al., *Science of the Total Environment*. Use a 0.05 significance level to test the claim that amounts of Strontium-90 from Pennsylvania residents vary more than amounts from New York residents.

Pennsylvania: 155 142 149 130 151 163 151 142 156 133 138 161
New York: 133 140 142 131 134 129 128 140 140 137 143

16. **BMI for Miss America** Listed below are body mass indexes (BMI) for Miss America winners from two different time periods. Use a 0.05 significance level to test the claim that winners from both time periods have BMI values with the same amount of variation.

BMI (from recent winners): 19.5 20.3 19.6 20.2 17.8 17.9 19.1 18.8 17.6 16.8
BMI (from the 1920s and 1930s): 20.4 21.9 22.1 22.3 20.3 18.8 19.4 18.9 19.4 18.4 19.1

17. **Discrimination** The Revenue Commissioners in Ireland conducted a contest for promotion. Ages of the unsuccessful and successful applicants are given below (based on data from “Debating the Use of Statistical Evidence in Allegations of Age Discrimination,” by Barry and Boland, *American Statistician*, Vol. 58, No. 2). Use a 0.05 significance level to test the claim that both samples are from populations having the same standard deviation.

Unsuccessful applicants: 34 37 37 38 41 42 43 44 45 45 45 45
46 48 49 53 53 54 54 55 56 57 60
Successful applicants: 27 33 36 37 38 39 42 42 43 43 43 44
44 44 45 45 45 46 46 47 48 48
49 49 51 51 52 54

18. **Platelet Counts** Listed below are samples of platelet counts (number per mm$^3$) from randomly selected men and women (based on data from the National Health and Nutrition Examination Survey). Low platelet counts may result in excessive bleeding, while high platelet counts increase the risk of thrombosis. Use a 0.05 significance level to test the claim that men and women have platelet counts with the same standard deviation.

Female: 224.0 364.5 468.0 323.5 306.5 264.5 233.0 254.5 463.0
282.5 307.5 360.5 315.0 284.0 259.5 259.5 369.0 471.0
198.0 390.0 269.5 344.5 386.5 256.0 226.0 259.0 271.5
Male: 264.5 360.0 384.5 171.0 328.5 267.0 238.0 251.0 321.5
282.5 291.5 164.0 199.5 220.0 245.0 266.0 369.0 210.5
234.0 244.5 365.5 265.0 225.0

Large Data Sets. In Exercises 19 and 20, use the indicated Data Sets from Appendix B. Assume that both samples are independent simple random samples from populations having normal distributions.

19. **Freshman 15 Study** Use the sample weights (in kg) of male and female college students measured in April of their freshman year, as listed in Data Set 3 in Appendix B. Use a 0.05 significance level to test the claim that near the end of the freshman year, weights of male college students vary more than weights of female college students.

20. **Heights** Use the samples of heights of men and women listed in Data Set 1 in Appendix B and use a 0.05 significance level to test the claim that heights of men vary more than heights of women.
21. Count Five Test for Comparing Variation in Two Populations

Use the original weights of pre-1964 quarters and post-1964 quarters listed in Data Set 20 in Appendix B. Instead of using the $F$ test as in Example 1 in this section, use the following procedure for a “count five” test of equal variation. What do you conclude?

a. For the first sample, find the absolute deviation of each value. The absolute deviation of a sample value $x$ is $|x - \bar{x}|$. Sort the absolute deviation values. Do the same for the second sample.

b. Let $c_1$ be the count of the number of absolute deviation values in the first sample that are greater than the largest absolute deviation value in the other sample. Also, let $c_2$ be the count of the number of absolute deviation values in the second sample that are greater than the largest absolute deviation value in the other sample. (One of these counts will always be zero.)

c. If the sample sizes are equal ($n_1 = n_2$), use a critical value of 5. If $n_1 \neq n_2$, calculate the critical value shown below.

$$\frac{\log(\alpha/2)}{\log\left(\frac{n_1}{n_1 + n_2}\right)}$$

d. If $c_1 \geq$ critical value, then conclude that $\sigma_1^2 > \sigma_2^2$. If $c_2 \geq$ critical value, then conclude that $\sigma_2^2 > \sigma_1^2$. Otherwise, fail to reject the null hypothesis of $\sigma_1^2 = \sigma_2^2$.

22. Levene-Brown-Forsythe Test for Comparing Variation in Two Populations

Repeat Example 1 in this section using the Levene-Brown-Forsythe test. What do you conclude?

23. Finding Lower Critical $F$ Values

For hypothesis tests that were two-tailed, the methods of Part 1 require that we need to find only the upper critical value. Let’s denote that value by $F_R$, where the subscript indicates the critical value for the right tail. The lower critical value $F_L$ (for the left tail) can be found as follows: First interchange the degrees of freedom, then take the reciprocal of the resulting $F$ value found in Table A-5. Assuming a significance level of 0.05, find the critical values $F_L$ and $F_R$ for a two-tailed hypothesis test with a sample of size 10 and another sample of size 21.

24. Constructing Confidence Intervals

In addition to testing claims involving $\sigma_1^2$ and $\sigma_2^2$, we can also construct confidence interval estimates of the ratio $\frac{\sigma_1^2}{\sigma_2^2}$ using the following:

$$\left(\frac{\hat{\sigma}_1^2}{\hat{\sigma}_2^2}, \frac{1}{F_R}\right) < \frac{\sigma_1^2}{\sigma_2^2} < \left(\frac{1}{F_L}, \frac{\hat{\sigma}_1^2}{\hat{\sigma}_2^2}\right)$$

Here $F_L$ and $F_R$ are as described in Exercise 23. Refer to Data Set 18 in Appendix B, and construct a 95% confidence interval estimate for the ratio of the standard deviation of the weights of red M&Ms to the standard deviation of the weights of yellow M&Ms. Do the confidence interval limits include 1, and what can you conclude from whether confidence interval limits include 1?

Review

Two main activities of inferential statistics are (1) constructing confidence interval estimates of population parameters, and (2) using methods of hypothesis testing to test claims about population parameters. In Chapters 7 and 8 we discussed the estimation of population parameters and methods of testing hypotheses made about population parameters, but Chapters 7 and 8 considered only cases involving a single population. In this chapter we considered two samples drawn from two populations. This chapter presented methods for constructing confidence interval estimates and testing hypotheses for two population proportions (Section 9-2), for the means of two independent populations (Section 9-3), for the mean difference from two dependent populations (Section 9-4), and for two population standard deviations or variances (Section 9-5).
1. **Robust** What does it mean when we say that some methods in this chapter are robust against departures from normality? Which method of this chapter is not robust against departures from normality?

2. **Ginormous** The word *ginormous* was added to the Merriam-Webster Dictionary at the time this exercise was written. AOL conducted an online poll in which Internet users were asked “What do you think of the word 'ginormous'?” Among the Internet users who chose to respond, 12,908 gave the word a thumbs up, while 12,224 other Internet users gave it a thumbs down. What do these results tell us about how the general population feels about the word *ginormous*? What methods of statistics can be used with the sample data for inferences about the general population? Explain.

3. **Independent or Dependent Samples?** A nutritionist selects a simple random sample of 50 cans of Coke and another simple random sample of 50 cans of Pepsi. The cans are arranged as 50 pairs, then the sugar content of each can is measured. Are the two samples (Coke and Pepsi) independent or dependent? Explain.

4. **Comparing Ages** An employee of the U.S. Department of Labor obtains the mean age of men and the mean age of women for each of the 50 states. She then uses those means to construct a confidence interval estimate of the difference between the mean age of men in the United States and the mean age of women in the United States. Why is that procedure not valid?

---

**Chapter Quick Quiz**

1. Identify the null and alternative hypotheses resulting from the claim that the proportion of male teachers in California is greater than the proportion of male teachers in Texas.

2. Find the value of the pooled proportion $\hat{p}$ obtained when testing the claim that $p_1 = p_2$ with the sample data $x_1 = 20$, $n_1 = 50$ and $x_2 = 55$, $n_2 = 100$.

3. Find the value of the test statistic resulting from the hypothesis test described in Exercise 2.

4. When testing the claim that $p_1 = p_2$, a test statistic of $z = -2.05$ is obtained. Find the $P$-value.

5. When testing the claim that $\mu_1 > \mu_2$, a $P$-value of 0.0001 is obtained. What is the final conclusion?

6. Identify the null and alternative hypotheses resulting from the claim that when comparing heights of husbands to the heights of their wives, the mean of the differences is equal to zero. Express those hypotheses in symbolic form.

7. Identify the null and alternative hypotheses resulting from the claim that the mean age of voters in California is less than the mean age of voters in Iowa.

8. Which distribution is used to test the claim that the standard deviation of the ages of Florida voters is equal to the standard deviation of New York voters? (normal, $t$, chi-square, $F$, binomial)

9. When testing the claim that two populations have different means, the $P$-value of 0.0009 is obtained. What should you conclude?

10. True or false: When testing a claim about the means of two independent populations, the alternative hypothesis can never contain the condition of equality.

---

**Review Exercises**

1. **Carpal Tunnel Syndrome Treatments** Carpal tunnel syndrome is a common wrist complaint resulting from a compressed nerve, and it is often caused by repetitive wrist movements. In a randomized controlled trial, among 73 patients treated with surgery and evaluated
one year later, 67 were found to have successful treatments. Among 83 patients treated with splints and evaluated one year later, 60 were found to have successful treatments (based on data from “Splinting vs Surgery in the Treatment of Carpal Tunnel Syndrome,” by Gerritsen, et al., *Journal of the American Medical Association*, Vol. 288, No. 10). In a journal article about the trial, authors claimed that “treatment with open carpal tunnel release surgery resulted in better outcomes than treatment with wrist splinting for patients with CTS (carpal tunnel syndrome).” Use a 0.01 significance level to test that claim. What treatment strategy is suggested by the results?

2. Effects of Cocaine on Children Researchers conducted a study to assess the effects that occur when children are exposed to cocaine before birth. Children were tested at age 4 for object assembly skill, which was described as “a task requiring visual-spatial skills related to mathematical competence.” The 190 children born to cocaine users had a mean of 7.3 and a standard deviation of 3.0. The 186 children not exposed to cocaine had a mean score of 8.2 with a standard deviation of 3.0. (The data are based on “Cognitive Outcomes of Preschool Children with Prenatal Cocaine Exposure,” by Singer, et al., *Journal of the American Medical Association*, Vol. 291, No. 20.) Use a 0.05 significance level to test the claim that prenatal cocaine exposure is associated with lower scores of four-year-old children on the test of object assembly.

3. Historical Data Set In 1908, “Student” (William Gosset) published the article “The Probable Error of a Mean” (*Biometrika*, Vol. 6, No. 1). He included the data listed below for two different types of straw seed (regular and kiln dried) that were used on adjacent plots of land. The listed values are the yields of straw in cwt per acre, and the yields are paired by the plot of land that they share.

<table>
<thead>
<tr>
<th></th>
<th>Regular</th>
<th>19.25</th>
<th>22.75</th>
<th>23</th>
<th>23</th>
<th>22.5</th>
<th>19.75</th>
<th>24.5</th>
<th>15.5</th>
<th>18</th>
<th>14.25</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kiln dried</td>
<td>25</td>
<td>24</td>
<td>24</td>
<td>28</td>
<td>22.5</td>
<td>19.5</td>
<td>22.25</td>
<td>16</td>
<td>17.25</td>
<td>15.75</td>
<td>17.25</td>
<td></td>
</tr>
</tbody>
</table>

4. Effect of Blinding Among 13,200 submitted abstracts that were blindly evaluated (with authors and institutions not identified), 26.7% were accepted for publication. Among 13,433 abstracts that were not blindly evaluated, 29.0% were accepted (based on data from “Effect of Blinded Peer Review on Abstract Acceptance,” by Ross, et al., *Journal of the American Medical Association*, Vol. 295, No. 14). Use a 0.01 significance level to test the claim that the acceptance rate is the same with or without blinding. How might the results be explained?

5. Comparing Readability of J. K. Rowling and Leo Tolstoy Listed below are Flesch Reading Ease scores taken from randomly selected pages in J. K. Rowling’s *Harry Potter and the Sorcerer’s Stone* and Leo Tolstoy’s *War and Peace*. (Higher scores indicate writing that is easier to read.) Use a 0.05 significance level to test the claim that *Harry Potter and the Sorcerer’s Stone* is easier to read than *War and Peace*. Is the result as expected?

<table>
<thead>
<tr>
<th></th>
<th>Rowling</th>
<th>85.3</th>
<th>84.3</th>
<th>79.5</th>
<th>82.5</th>
<th>80.2</th>
<th>84.6</th>
<th>79.2</th>
<th>70.9</th>
<th>78.6</th>
<th>86.2</th>
<th>74.0</th>
<th>83.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolstoy</td>
<td>69.4</td>
<td>64.2</td>
<td>71.4</td>
<td>71.6</td>
<td>68.5</td>
<td>51.9</td>
<td>72.2</td>
<td>74.4</td>
<td>52.8</td>
<td>58.4</td>
<td>65.4</td>
<td>73.6</td>
<td></td>
</tr>
</tbody>
</table>

6. Before/After Drug Effects Captopril is a drug designed to lower systolic blood pressure. When subjects were tested with this drug, their systolic blood pressure readings (in mm Hg) were measured before and after drug treatment, with the results given in the following table (based on data from “Essential Hypertension: Effect of an Oral Inhibitor of Angiotensin-Converting Enzyme,” by MacGregor, et al., *British Medical Journal*, Vol. 2).

<p>| | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row</td>
<td>83.7</td>
<td>85.3</td>
<td>84.3</td>
<td>79.5</td>
<td>82.5</td>
<td>80.2</td>
<td>84.6</td>
<td>79.2</td>
<td>70.9</td>
<td>78.6</td>
<td>86.2</td>
<td>74.0</td>
</tr>
<tr>
<td>Tolstoy</td>
<td></td>
<td>69.4</td>
<td>64.2</td>
<td>71.4</td>
<td>71.6</td>
<td>68.5</td>
<td>51.9</td>
<td>72.2</td>
<td>74.4</td>
<td>52.8</td>
<td>58.4</td>
<td>65.4</td>
</tr>
</tbody>
</table>

a. Use the sample data to construct a 99% confidence interval for the mean difference between the before and after readings.
b. Is there sufficient evidence to support the claim that captopril is effective in lowering systolic blood pressure?

<table>
<thead>
<tr>
<th>Subject</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>200</td>
<td>174</td>
<td>198</td>
<td>170</td>
<td>179</td>
<td>182</td>
<td>193</td>
<td>209</td>
<td>185</td>
<td>155</td>
<td>169</td>
<td>210</td>
</tr>
<tr>
<td>After</td>
<td>191</td>
<td>170</td>
<td>177</td>
<td>167</td>
<td>159</td>
<td>151</td>
<td>176</td>
<td>183</td>
<td>159</td>
<td>145</td>
<td>146</td>
<td>177</td>
</tr>
</tbody>
</table>

7. Smoking and Gender A simple random sample of 280 men included 71 who smoke, and a simple random sample of 340 women included 68 who smoke (based on data from the National Health and Nutrition Examination Survey). Use a 0.05 significance level to test the claim that the proportion of men who smoke is greater than the proportion of women who smoke.

8. Income and Education A simple random sample of 80 workers with high school diplomas has a mean income of $37,622 and a standard deviation of $14,115. Another simple random sample of 39 workers with bachelor's degrees has a mean income of $77,689, with a standard deviation of $24,227. Use a 0.01 significance level to test the claim that workers with a high school diploma have a lower mean annual income than workers with a bachelor's degree. Does solving this exercise contribute to a higher income?

9. Comparing Variation Using the sample data from Exercise 8 and a 0.05 significance level, test the claim that the two samples are from populations with the same standard deviation.

10. Comparing Variation The baseline characteristics of different treatment groups are often included in journal articles. In a study, 84 subjects in the treatment group had Mini-Mental State Examination scores with a mean of 18.6 and a standard deviation of 5.9. On the same exam, 69 subjects in the control group had a mean score of 17.5 with a standard deviation of 5.2 (based on data from “Effectiveness of Collaborative Care for Older Adults With Alzheimer Disease in Primary Care,” by Callahan, et al., *Journal of the American Medical Association*, Vol. 295, No. 18). Use a 0.05 significance level to test the claim that the two samples are from populations with the same amount of variation.


<table>
<thead>
<tr>
<th></th>
<th>9 25 16 21 15 8 14 19 8 14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>9 12 38 28 21 16 34 20 18 21</td>
</tr>
</tbody>
</table>

a. Are the two samples independent or dependent? Why?

b. Find the mean, median, mode, range, and standard deviation of the word counts for males. Express results with the appropriate units.

c. What is the level of measurement of the sample data? (nominal, ordinal, interval, ratio)

2. Word Counts Use the sample data from couples listed in Exercise 1, and use a 0.05 significance level to test the claim that among couples, females are more talkative than males.

3. Word Counts Refer to the sample data listed in Exercise 1. Assume that instead of being couples, the males and females have no relationships with each other, so the values are not paired. Use a 0.05 significance level to test the claim that the two samples are from populations with the same mean.

4. Confidence Interval for Word Counts Use the word counts for males from Exercise 1 and construct a 95% confidence interval estimate of the number of words males in couple relationships speak in a day.
5. Constructing a Frequency Distribution Frequency distributions are generally used for data sets larger than the samples in Exercise 1, but construct a frequency distribution summarizing the word counts for males. Use a class width of 4 and use 6 for the lower limit of the first class.

6. Normal Distribution Assume that the numbers of words males speak in a day are normally distributed with a mean of 15,000 words and a standard deviation of 6000 words.
   a. If a male is randomly selected, find the probability that he speaks more than 17,000 words in a day.
   b. If 9 males are randomly selected, find the probability that the mean number of words they speak in a day is greater than 17,000 words.
   c. Find $P_{90}$.

7. Sample Size for Survey The Ford Motor Company is considering the name Chameleon for a new model of hybrid car. The marketing division wants to conduct a survey to estimate the percentage of car owners who answer “yes” when asked if the name Chameleon creates a positive image. How many car owners must be surveyed in order to be 90% confident that the sample percentage is in error by no more than 2.5 percentage points?

8. Discrimination Survey In a survey of executives, respondents were asked if they have witnessed gender discrimination within their company. Among the respondents, 126 said that they have witnessed such discrimination, and 205 said that they have not (based on data from Ladders.com). Use the sample results to construct a 95% confidence interval estimate of the percentage of executives who have witnessed gender discrimination within their company.

9. Working Students Assume that 50% of full-time college students have jobs (based on data from the Department of Education and USA Today). Also assume that a simple random sample of 50 full-time college students is obtained.
   a. For simple random samples of groups of 50 full-time college students, what is the mean of the numbers who have jobs?
   b. For simple random samples of groups of 50 full-time college students, what is the standard deviation of the numbers who have jobs?
   c. Find the probability that among 50 randomly selected full-time college students, at least 20 have jobs.

10. Firearm Rejections For a recent year, 1.6% of the applications for transfer of firearms were rejected (based on data from the U.S. Bureau of Justice Statistics). If 20 such applications are randomly selected, find the probability that none of them are rejected. Is such an event unusual? Why or why not?

Technology Project

STATDISK, Minitab, Excel, the TI-83/84 Plus calculator, and many other statistical software packages are all capable of generating normally distributed data drawn from a population with a specified mean and standard deviation. IQ scores from the Wechsler Adult Intelligence Scale (WAIS) are normally distributed with a mean of 100 and a standard deviation of 15. Generate two sets of sample data that represent simulated IQ scores, as shown below.

IQ Scores of Treatment Group: Generate 10 sample values from a normally distributed population with mean 100 and standard deviation 15.

IQ Scores of Placebo Group: Generate 12 sample values from a normally distributed population with mean 100 and standard deviation 15.

STATDISK: Select Data, then select Normal Generator.
Minitab: Select Calc, Random Data, Normal.
Excel: If using Excel 2007, select Data; if using Excel 2003, select Tools. Select Data Analysis, Random Number Generator, and be sure to select Normal for the distribution.

TI-83/84 Plus: Press [MATH], select PRB, then select randNorm( and enter the mean, the standard deviation, and the number of scores (such as 100, 15, 10).

You can see from the way the data are generated that both data sets really come from the same population, so there should be no difference between the two sample means.

a. After generating the two data sets, use a 0.10 significance level to test the claim that the two samples come from populations with the same mean.

b. If this experiment is repeated many times, what is the expected percentage of trials leading to the conclusion that the two population means are different? How does this relate to a type I error?

c. If your generated data should lead to the conclusion that the two population means are different, would this conclusion be correct or incorrect in reality? How do you know?

d. If part (a) is repeated 20 times, what is the probability that none of the hypothesis tests leads to rejection of the null hypothesis?

e. Repeat part (a) 20 times. How often was the null hypothesis of equal means rejected? Is this the result you expected?

In this Internet Project you will find several hypothesis-testing problems involving multiple populations. In these problems, you will analyze salary fairness, population demographics, and a traditional superstition. In each case you will formulate the problem as a hypothesis test, collect relevant data, then conduct and summarize the appropriate test.

Open the Applets folder on the CD and double-click on Start. Select the menu item of Simulate the probability of a head with an unfair coin \([P(H) = 0.2]\). Obtain simulated results from 100 flips. Then select the menu item of Simulate the probability of a head with a fair coin. Obtain simulated results from 100 flips. Use the methods of this section to test for equality of the proportion of heads with the unfair coin and the proportion of heads with the fair coin. Repeat both simulations using 1000 flips, then repeat the hypothesis test. What can you conclude?
Chapter 9  Inferences from Two Samples

Cooperative Group Activities

1. Out-of-class activity  Survey married couples and record the number of credit cards each person has. Analyze the paired data to determine whether husbands have more credit cards, wives have more credit cards, or they both have about the same number of credit cards. Try to identify reasons for any discrepancy.

2. Out-of-class activity  Measure and record the height of the husband and the height of the wife from each of several different married couples. Estimate the mean of the differences between heights of husbands and the heights of their wives. Compare the result to the difference between the mean height of men and the mean height of women included in Data Set 1 in Appendix B. Do the results suggest that height is a factor when people select marriage partners?

Critical Thinking: Do Academy Awards involve age discrimination?

Listed below are the ages of actresses and actors at the times that they won Oscars for the categories of Best Actress and Best Actor. The ages are listed in chronological order by row, so that corresponding locations in the two tables are from the same year. (Notes: In 1968 there was a tie in the Best Actress category, and the mean of the two ages is used; in 1932 there was a tie in the Best Actor category, and the mean of the two ages is used. These data are suggested by the article “Ages of Oscar-winning Best Actors and Actresses,” by Richard Brown and Gretchen Davis, Mathematics Teacher magazine. In that article, the year of birth of the award winner was subtracted from the year of the awards ceremony, but the ages in the tables below are based on the birth date of the winner and the date of the awards ceremony.)

Analyzing the Results

1. First explore the data using suitable statistics and graphs. Use the results to make informal comparisons.

2. Determine whether there are significant differences between the ages of the Best Actresses and the ages of the Best Actors. Use appropriate hypothesis tests. Describe the methods used and the conclusions reached.

3. Discuss cultural implications of the results. Does it appear that actresses and actors are judged strictly on the basis of their artistic abilities? Or does there appear to be discrimination based on age, with the Best Actresses tending to be younger than the Best Actors? Are there any other notable differences?

<table>
<thead>
<tr>
<th>Best Actresses</th>
<th>Best Actors</th>
</tr>
</thead>
<tbody>
<tr>
<td>22 37 28 63 32 26 31 27 27 28</td>
<td>44 41 62 52 41 34 34 52 41 37</td>
</tr>
<tr>
<td>30 26 29 24 38 25 29 41 30 35</td>
<td>38 34 32 40 43 56 41 39 49 57</td>
</tr>
<tr>
<td>35 33 29 38 54 24 25 46 41 28</td>
<td>41 38 42 52 51 35 30 39 41 44</td>
</tr>
<tr>
<td>40 39 29 27 31 38 29 25 35 60</td>
<td>49 35 47 31 47 37 57 42 45 42</td>
</tr>
<tr>
<td>43 35 34 34 27 37 42 41 36 32</td>
<td>44 62 43 42 48 49 56 38 60 30</td>
</tr>
<tr>
<td>41 33 31 74 33 50 38 61 21 41</td>
<td>40 42 36 76 39 53 45 36 62 43</td>
</tr>
<tr>
<td>26 80 42 29 33 35 45 49 39 34</td>
<td>51 32 42 54 52 37 38 32 45 60</td>
</tr>
<tr>
<td>26 25 33 35 35 28 30 29 61</td>
<td>46 40 36 47 29 43 37 38 45</td>
</tr>
</tbody>
</table>

FROM DATA TO DECISION

Listed below are the ages of actresses and actors at the times that they won Oscars for the categories of Best Actress and Best Actor. The ages are listed in chronological order by row, so that corresponding locations in the two tables are from the same year. (Notes: In 1968 there was a tie in the Best Actress category, and the mean of the two ages is used; in 1932 there was a tie in the Best Actor category, and the mean of the two ages is used. These data are suggested by the article “Ages of Oscar-winning Best Actors and Actresses,” by Richard Brown and Gretchen Davis, Mathematics Teacher magazine. In that article, the year of birth of the award winner was subtracted from the year of the awards ceremony, but the ages in the tables below are based on the birth date of the winner and the date of the awards ceremony.)

Analyzing the Results

1. First explore the data using suitable statistics and graphs. Use the results to make informal comparisons.

2. Determine whether there are significant differences between the ages of the Best Actresses and the ages of the Best Actors. Use appropriate hypothesis tests. Describe the methods used and the conclusions reached.

3. Discuss cultural implications of the results. Does it appear that actresses and
3. **Out-of-class activity** Are estimates influenced by anchoring numbers? Refer to the related Chapter 3 Cooperative Group Activity. In Chapter 3 we noted that, according to author John Rubin, when people must estimate a value, their estimate is often “anchored” to (or influenced by) a preceding number. In that Chapter 3 activity, some subjects were asked to quickly estimate the value of $8 \times 7 \times 6 \times 5 \times 4 \times 3 \times 2 \times 1$, and others were asked to quickly estimate the value of $1 \times 2 \times 3 \times 4 \times 5 \times 6 \times 7 \times 8$. In Chapter 3, we could compare the two sets of results by using statistics (such as the mean) and graphs (such as boxplots). The methods of Chapter 9 now allow us to compare the results with a formal hypothesis test. Specifically, collect your own sample data and test the claim that when we begin with larger numbers (as in $8 \times 7 \times 6$), our estimates tend to be larger.

4. **In-class activity** Divide into groups according to gender, with about 10 or 12 students in each group. Each group member should record his or her pulse rate by counting the number of heartbeats in 1 minute, and the group statistics ($n, \bar{x}, s$) should be calculated. The groups should test the null hypothesis of no difference between their mean pulse rate and the mean of the pulse rates for the population from which subjects of the same gender were selected for Data Set 1 in Appendix B.

5. **Out-of-class activity** Randomly select a sample of male students and a sample of female students and ask each selected person a yes/no question, such as whether they support a death penalty for people convicted of murder, or whether they believe that the federal government should fund stem cell research. Record the response, the gender of the respondent, and the gender of the person asking the question. Use a formal hypothesis test to determine whether there is a difference between the proportions of yes responses from males and females. Also, determine whether the responses appear to be influenced by the gender of the interviewer.

6. **Out-of-class activity** Use a watch to record the waiting times of a sample of McDonald’s customers and the waiting times of a sample of Burger King customers. Use a hypothesis test to determine whether there is a significant difference.

7. **Out-of-class activity** Construct a short survey of just a few questions, including a question asking the subject to report his or her height. After the subject has completed the survey, measure the subject’s height (without shoes) using an accurate measuring system. Record the gender, reported height, and measured height of each subject. Do male subjects appear to exaggerate their heights? Do female subjects appear to exaggerate their heights? Do the errors for males appear to have the same mean as the errors for females?

8. **In-class activity** Without using any measuring device, ask each student to draw a line believed to be 3 in. long and another line believed to be 3 cm long. Then use rulers to measure and record the lengths of the lines drawn. Record the errors along with the genders of the students making the estimates. Test the claim that when estimating the length of a 3 in. line, the mean error from males is equal to the mean error from females. Also, do the results show that we have a better understanding of the British system of measurement (inches) than the SI system (centimeters)?

9. **In-class activity** Use a ruler as a device for measuring reaction time. One person should suspend the ruler by holding it at the top while the subject holds his or her thumb and forefinger at the bottom edge, ready to catch the ruler when it is released. Record the distance that the ruler falls before it is caught. Convert that distance to the time (in seconds) that it took the subject to react and catch the ruler. (If the distance is measured in inches, use $t = \sqrt{\frac{d}{192}}$. If the distance is measured in centimeters, use $t = \sqrt{\frac{d}{487.68}}$.) Test each subject once with the dominant hand and once with the other hand, and record the paired data. Does there appear to be a difference between the mean of the reaction times using the dominant hand and the mean from the other hand? Do males and females appear to have different mean reaction times?

10. **Out-of-class activity** Obtain simple random samples of cars in the student and faculty parking lots, and test the claim that students and faculty have the same proportions of foreign cars.
11. Out-of-class activity Obtain simple random samples of cars in parking lots of a discount store and an upscale department store, and test the claim that cars are newer in the parking lot of the upscale department store.

12. Out-of-class activity Obtain sample data and test the claim that husbands are older than their wives.

13. Out-of-class activity Obtain sample to test the claim that in the college library, science books have a mean age that is less than the mean age of English books.

14. Out-of-class activity Obtain sample data and test the claim that when people report their heights, they tend to provide values that are greater than their actual heights.

15. Out-of-class activity Conduct experiments and collect data to test the claim that there are no differences in taste between ordinary tap water and different brands of bottled water.

16. Out-of-class activity Collect sample data and test the claim that people who exercise tend to have pulse rates that are lower than those who do not exercise.

17. Out-of-class activity Collect sample data and test the claim that the proportion of female students who smoke is equal to the proportion of male students who smoke.
This chapter introduced methods for testing claims about two population proportions, two population means, and two population standard deviations or variances. Such hypothesis tests can be conducted by using StatCrunch, as follows.

**StatCrunch Procedure for Testing Hypotheses**

1. Sign into StatCrunch, then click on **Open StatCrunch**.
2. Click on **Stat**.
3. In the menu of items that appears, make the selection based on the parameter used in the claim being tested. Use this guide:
   - Proportions: Select **Proportions**.
   - Means, with $\sigma_1$ and $\sigma_2$ not known: Select **T statistics**.
   - Means, with paired sample data: Select **T statistics**.
   - Means, with $\sigma_1$ and $\sigma_2$ known: Select **Z statistics**.
   - Variances (or standard deviations): Select **Variance**.
4. After selecting the appropriate menu item in Step 3, choose the option of **Two Sample**, but if you have **paired** sample data, select the option of **Paired**.
5. If you have the option of choosing either “**with data**” or “**with summary**,” choose one of them. (The choice of “**with data**” indicates that you have the original data values listed in StatCrunch; the choice of “**with summary**” indicates that you have the required summary statistics.)
6. You will now see a screen that requires entries. Make those entries, then click on **Next**.
7. In the next screen, you can choose between conducting a hypothesis test or constructing a confidence interval. Make the desired selection and enter the values as required.
8. Click on **Calculate** and results will be displayed. For hypothesis tests, results include the test statistic and $P$-value. Because $P$-values are given instead of critical values, the $P$-value method of hypothesis testing is used. (For very small $P$-values, instead of providing a specific number for the $P$-value, there may be an indication that the $P$-value is $< 0.0001$.)

**Projects**

Use StatCrunch for the following.

1. Select **Data**, then **Simulate data**, then **Normal**. In the **Normal samples** box, enter 15 for the number of rows, enter 11 for the number of columns so that 11 samples are generated, enter 75 for the mean, enter 12 for the standard deviation, and select **Use single dynamic seed** so that everyone gets different results. Click on **Simulate**. The result should be 11 samples, each randomly selected from a normally distributed population with a mean of 75 and a standard deviation of 12. Proceed to conduct at least 10 different hypothesis tests with a 0.05 significance level and with variances **not** pooled. In each case, test for equality of the population means. With this procedure, is it possible to ever reject the null hypothesis of equal means? Would such a rejection be a correct conclusion or would it be an error? If it is an error, what type of error is it?
2. Using the same 11 samples from Project 1, consider the 15 values in column 1 to be paired with the 15 values from column 2. Proceed to test the null hypothesis that the paired sample data are from a population in which the mean of the differences is equal to 0. What do you conclude? Is the conclusion consistent with the method used to generate the data?
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Correlation and Regression
In 1964, Eric Bram, a typical New York City teenager, noticed that the cost of a slice of cheese pizza was the same as the cost of a subway ride. Over the years, he noticed that those two costs seemed to increase by about the same amounts. In 1980, when the cost of a slice of pizza increased, he told the New York Times that the cost of subway fare would increase. His prediction proved to be correct.

In the recent New York Times article “Will Subway Fares Rise? Check at Your Pizza Place,” reporter Clyde Haberman wrote that in New York City, the subway fare and the cost of a slice of pizza “have run remarkably parallel for decades.” A random sample of costs (in dollars) of pizza and subway fares are listed in Table 10-1. Table 10-1 also includes values of the Consumer Price Index (CPI) for the New York metropolitan region, with the index of 100 assigned to the base period from 1982 to 1984. The Consumer Price Index reflects the costs of a standard collection of goods and services, including such items as a gallon of milk and a loaf of bread.

From Table 10-1, we see that the paired pizza/subway fare costs are approximately the same for the given years. As a first step, we should examine the data visually. Recall from Section 2-4 that a scatterplot is a plot of \((x, y)\) paired data. The pattern of the plotted data points is often helpful in determining whether there is a correlation, or association, between the two variables. The Minitab-generated scatterplot shown in Figure 10-1 suggests that there is a correlation between the cost of a slice of pizza and the cost of a subway fare. Because an informal conclusion based on an inspection of the scatterplot is largely subjective, we must use other tools for addressing questions such as:

- If there is a correlation between two variables, how can it be described? Is there an equation that can be used to predict the cost of a subway fare given the cost of a slice of pizza?
- If we can predict the cost of a subway fare, how accurate is that prediction likely to be?
- Is there also a correlation between the CPI and the cost of a subway fare, and if so, is the CPI better for predicting the cost of a subway fare?

These questions will be addressed in this chapter.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of Pizza</td>
<td>0.15</td>
<td>0.35</td>
<td>1.00</td>
<td>1.25</td>
<td>1.75</td>
<td>2.00</td>
</tr>
<tr>
<td>Subway Fare</td>
<td>0.15</td>
<td>0.35</td>
<td>1.00</td>
<td>1.35</td>
<td>1.50</td>
<td>2.00</td>
</tr>
<tr>
<td>CPI</td>
<td>30.2</td>
<td>48.3</td>
<td>112.3</td>
<td>162.2</td>
<td>191.9</td>
<td>197.8</td>
</tr>
</tbody>
</table>

Figure 10-1 Scatterplot of Pizza Costs and Subway Costs
In Chapter 9 we presented methods for making inferences from two samples. In Section 9-4 we considered two dependent samples, with each value of one sample somehow paired with a value from the other sample. In Section 9-4 we considered the differences between the paired values, and we illustrated the use of hypothesis tests for claims about the population of differences. We also illustrated the construction of confidence interval estimates of the mean of all such differences. In this chapter we again consider paired sample data, but the objective is fundamentally different from that of Section 9-4. In this chapter we introduce methods for determining whether a correlation, or association, between two variables exists and whether the correlation is linear. For linear correlations, we can identify an equation that best fits the data and we can use that equation to predict the value of one variable given the value of the other variable. In this chapter, we also present methods for analyzing differences between predicted values and actual values. In addition, we consider methods for identifying linear equations for correlations among three or more variables. We conclude the chapter with some basic methods for developing a mathematical model that can be used to describe nonlinear correlations between two variables.

**Key Concept** In Part 1 of this section we introduce the linear correlation coefficient \( r \), which is a numerical measure of the strength of the association between two variables representing quantitative data. Using paired sample data (sometimes called bivariate data), we find the value of \( r \) (usually using technology), then we use that value to conclude that there is (or is not) a linear correlation between the two variables. In this section we consider only linear relationships, which means that when graphed, the points approximate a straight-line pattern. In Part 2, we discuss methods of hypothesis testing for correlation.

**Part 1: Basic Concepts of Correlation**

We begin with the basic definition of correlation, a term commonly used in the context of an association between two variables.

**Definition**

A correlation exists between two variables when the values of one variable are somehow associated with the values of the other variable.

Table 10-1, for example, includes paired sample data consisting of costs of a slice of pizza and the corresponding costs of a subway fare in New York City. We will determine whether there is a correlation between the variable \( x \) (cost of a slice of pizza) and the variable \( y \) (cost of a subway fare).

**Exploring the Data**

Before doing any formal statistical analyses, we should use a scatterplot to explore the data visually. We can examine the scatterplot for any distinct patterns and for any outliers, which are points far away from all the other points. If the plotted points...
show a distinct pattern, we can conclude that there is a correlation between the two variables in a sample of paired data.

Figure 10-2 shows four scatterplots with different characteristics. The scatterplot in Figure 10-2(a) shows a distinct straight-line, or linear, pattern. We say that there is a positive correlation between $x$ and $y$, since as the $x$-values increase, the corresponding $y$-values increase. The scatterplot in Figure 10-2(b) shows a distinct linear pattern. We say that there is a negative correlation between $x$ and $y$, since as the $x$-values increase, the corresponding $y$-values decrease. The scatterplot in Figure 10-2(c) shows no distinct pattern and suggests that there is no correlation between $x$ and $y$. The scatterplot in Figure 10-2(d) shows a distinct pattern suggesting a correlation between $x$ and $y$, but the pattern is not that of a straight line.

**Figure 10-2  Scatterplots**

**Linear Correlation Coefficient**

Because conclusions based on visual examinations of scatterplots are largely subjective, we need more objective measures. We use the linear correlation coefficient $r$, which is useful for detecting straight-line patterns.

**Definition**

The linear correlation coefficient $r$ measures the strength of the linear correlation between the paired quantitative $x$- and $y$-values in a sample. (Its value is computed by using Formula 10-1 or Formula 10-2, included in the box on page 520. The linear correlation coefficient is sometimes referred to as the Pearson product moment correlation coefficient in honor of Karl Pearson (1857–1936), who originally developed it.)

Because the linear correlation coefficient $r$ is calculated using sample data, it is a sample statistic used to measure the strength of the linear correlation between $x$ and $y$. If we had every pair of population values for $x$ and $y$, the result of Formula 10-1 or Formula 10-2 would be a population parameter, represented by $\rho$ (Greek letter rho).
Objective

Determine whether there is a linear correlation between two variables.

Notation for the Linear Correlation Coefficient

\[ n \quad = \quad \text{number of pairs of sample data} \]
\[ \Sigma \quad \text{denotes addition of the items indicated.} \]
\[ \Sigma x \quad = \quad \text{sum of all } x\text{-values.} \]
\[ \Sigma x^2 \quad \text{indicates that each } x\text{-value should be squared and then those squares added.} \]
\[ (\Sigma x)^2 \quad \text{indicates that the } x\text{-values should be added and the total then squared. It is extremely important to avoid confusing } \Sigma x^2 \text{ and } (\Sigma x)^2. \]

\( \Sigma xy \) indicates that each \( x \)-value should first be multiplied by its corresponding \( y \)-value. After obtaining all such products, find their sum.

\[ r \quad = \quad \text{linear correlation coefficient for sample data.} \]

\[ \rho \quad = \quad \text{linear correlation coefficient for a population of paired data.} \]

Requirements

Given any collection of sample paired quantitative data, the linear correlation coefficient \( r \) can always be computed, but the following requirements should be satisfied when using the sample data to make a conclusion about correlation in the population.

1. The sample of paired \((x, y)\) data is a simple random sample of quantitative data. (It is important that the sample data have not been collected using some inappropriate method, such as using a voluntary response sample.)

2. Visual examination of the scatterplot must confirm that the points approximate a straight-line pattern.

3. Because results can be strongly affected by the presence of outliers, any outliers must be removed if they are known to be errors. The effects of any other outliers should be considered by calculating \( r \) with and without the outliers included.

Note: Requirements 2 and 3 above are simplified attempts at checking this formal requirement:

The pairs of \((x, y)\) data must have a bivariate normal distribution. Normal distributions are discussed in Chapter 6, but this assumption basically requires that for any fixed value of \( x \), the corresponding values of \( y \) have a distribution that is approximately normal, and for any fixed value of \( y \), the values of \( x \) have a distribution that is approximately normal. This requirement is usually difficult to check, so for now, we will use Requirements 2 and 3 as listed above.

Formulas for Calculating \( r \)

**Formula 10-1**

\[
 r = \frac{n(\Sigma xy) - (\Sigma x)(\Sigma y)}{\sqrt{n(\Sigma x^2) - (\Sigma x)^2} \sqrt{n(\Sigma y^2) - (\Sigma y)^2}}
\]

This shortcut formula simplifies manual calculations, but \( r \) is usually calculated with computer software or a calculator.

**Formula 10-2**

\[
 r = \frac{\sum (z_x z_y)}{n - 1}
\]

where \( z_x \) is the \( z \)-score for the sample value \( x \) and \( z_y \) is the \( z \)-score for the sample value \( y \).

Interpreting the Linear Correlation Coefficient \( r \)

- **Using Computer Software to Interpret \( r \):** If the \( P \)-value computed from \( r \) is less than or equal to the significance level, conclude that there is a linear correlation. Otherwise, there is not sufficient evidence to support the conclusion of a linear correlation.

- **Using Table A-6 to Interpret \( r \):** If the absolute value of \( r \), denoted \(|r|\), exceeds the value in Table A-6, conclude that there is a linear correlation. Otherwise, there is not sufficient evidence to support the conclusion of a linear correlation.
Rounding the Linear Correlation Coefficient $r$

Round the linear correlation coefficient $r$ to three decimal places (so that its value can be directly compared to critical values in Table A-6). If manually calculating $r$ and other statistics in this chapter, rounding in the middle of a calculation often creates substantial errors, so try using your calculator’s memory to store intermediate results and round only the final result.

Properties of the Linear Correlation Coefficient $r$

1. The value of $r$ is always between $-1$ and $1$ inclusive. That is, $-1 \leq r \leq 1$

2. If all values of either variable are converted to a different scale, the value of $r$ does not change.

3. The value of $r$ is not affected by the choice of $x$ or $y$. Interchange all $x$- and $y$-values and the value of $r$ will not change.

4. $r$ measures the strength of a linear relationship. It is not designed to measure the strength of a relationship that is not linear (as in Figure 10-2(d)).

5. $r$ is very sensitive to outliers in the sense that a single outlier can dramatically affect its value.

Calculating the Linear Correlation Coefficient $r$

The following three examples illustrate three different methods for finding the value of the linear correlation coefficient $r$, but you need to use only one method. The use of computer software (as in Example 1) is strongly recommended. If manual calculations are absolutely necessary, Formula 10-1 is recommended (as in Example 2). If a better understanding of $r$ is desired, Formula 10-2 is recommended (as in Example 3).

<table>
<thead>
<tr>
<th>Table 10-2</th>
<th>Costs of a Slice of Pizza and Subway Fare (in dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of Pizza</td>
<td>0.15 0.35 1.00 1.25 1.75 2.00</td>
</tr>
</tbody>
</table>

Finding $r$ Using Computer Software

The paired pizza/ subway fare costs from Table 10-1 are shown here in Table 10-2. Use computer software with these paired sample values to find the value of the linear correlation coefficient $r$ for the paired sample data.

Requirement Check

We can always calculate the linear correlation coefficient $r$ from paired quantitative data, but we should check the requirements if we want to use that value for making a conclusion about correlation. (1) The data are a simple random sample of quantitative data. (2) The plotted points in the Minitab-generated scatterplot in Figure 10-1 do approximate a straight-line
pattern. (3) The scatterplot in Figure 10-1 also shows that there are no outliers. The requirements are satisfied.

If using computer software or a calculator, the value of \( r \) will be automatically calculated. For example, see the following Minitab display, which shows that \( r = 0.988 \).

<table>
<thead>
<tr>
<th>MINITAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlations: Pizza, Subway</td>
</tr>
<tr>
<td>Pearson correlation of Pizza and Subway = 0.988</td>
</tr>
<tr>
<td>P-Value = 0.003</td>
</tr>
</tbody>
</table>

**GUIDED EXAMPLE 2** Finding \( r \) Using Formula 10-1  
Use Formula 10-1 to find the value of the linear correlation coefficient \( r \) for the paired pizza/subway fare costs given in Table 10-2.

### REQUIREMENT CHECK
See the discussion of the requirement check in Example 1. The same comments apply here.

Using Formula 10-1, the value of \( r \) is calculated as shown below. Note that the variable \( x \) is used for the pizza costs, and the variable \( y \) is used for subway fare costs. Because there are six pairs of data, \( n = 6 \). Other required values are computed in Table 10-3.

**Table 10-3 Calculating \( r \) with Formula 10-1**

<table>
<thead>
<tr>
<th>( x ) (Pizza)</th>
<th>( y ) (Subway)</th>
<th>( x^2 )</th>
<th>( y^2 )</th>
<th>( xy )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.15</td>
<td>0.0225</td>
<td>0.0225</td>
<td>0.0225</td>
</tr>
<tr>
<td>0.35</td>
<td>0.35</td>
<td>0.1225</td>
<td>0.1225</td>
<td>0.1225</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>1.25</td>
<td>1.35</td>
<td>1.5625</td>
<td>1.8225</td>
<td>1.6875</td>
</tr>
<tr>
<td>1.75</td>
<td>1.50</td>
<td>3.0625</td>
<td>2.2500</td>
<td>2.6250</td>
</tr>
<tr>
<td>2.00</td>
<td>2.00</td>
<td>4.0000</td>
<td>4.0000</td>
<td>4.0000</td>
</tr>
<tr>
<td>( \Sigma x = 6.50 )</td>
<td>( \Sigma y = 6.35 )</td>
<td>( \Sigma x^2 = 9.77 )</td>
<td>( \Sigma y^2 = 9.2175 )</td>
<td>( \Sigma xy = 9.4575 )</td>
</tr>
</tbody>
</table>

Using the values in Table 10-3 and Formula 10-1, \( r \) is calculated as follows:

\[
\begin{align*}
r &= \frac{n \Sigma xy - (\Sigma x)(\Sigma y)}{\sqrt{n \Sigma x^2 - (\Sigma x)^2} \sqrt{n \Sigma y^2 - (\Sigma y)^2}} \\
&= \frac{6(9.4575) - (6.50)(6.35)}{\sqrt{6(9.77) - (6.50)^2} \sqrt{6(9.2175) - (6.35)^2}} \\
&= \frac{15.47}{\sqrt{16.37 \cdot 14.9825}} \\
&= 0.988
\end{align*}
\]

**GUIDED EXAMPLE 3** Finding \( r \) Using Formula 10-2  
Use Formula 10-2 to find the value of the linear correlation coefficient \( r \) for the paired pizza/subway fare costs given in Table 10-2.
**SOLUTION**

**REQUIREMENT CHECK** See the discussion of the requirement check in Example 1. The same comments apply here.

If manual calculations are absolutely necessary, Formula 10-1 is much easier than Formula 10-2, but Formula 10-2 has the advantage of making it easier to understand how $r$ works. (See the rationale for $r$ discussed later in this section.) As in Example 2, the variable $x$ is used for the pizza costs, and the variable $y$ is used for subway fare costs. In Formula 10-2, each sample value is replaced by its corresponding $z$ score. For example, the pizza costs have a mean of $\bar{x} = 1.08333$ and a standard deviation of $s_x = 0.738693$, so the first pizza cost of 0.15 results in this $z$ score:

$$z_x = \frac{x - \bar{x}}{s_x} = \frac{0.15 - 1.08333}{0.738693} = -1.26349$$

The above calculation shows that the first pizza cost of $x = 0.15$ is converted to the $z$ score of $-1.26349$. Table 10-4 lists the $z$ scores for all of the pizza costs (see the third column) and the $z$ scores for all of the subway fare costs (see the fourth column). (The subway fare costs have a mean of $\bar{y} = 1.55833$ and a standard deviation of $s_y = 0.706694$.) The last column of Table 10-4 lists the products $z_x \cdot z_y$.

<table>
<thead>
<tr>
<th>$x$ (Pizza)</th>
<th>$y$ (Subway)</th>
<th>$z_x$</th>
<th>$z_y$</th>
<th>$z_x \cdot z_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.15</td>
<td>-1.26349</td>
<td>-1.28533</td>
<td>1.62400</td>
</tr>
<tr>
<td>0.35</td>
<td>0.35</td>
<td>-0.99274</td>
<td>-1.00232</td>
<td>0.99504</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>-0.11281</td>
<td>-0.08254</td>
<td>0.00931</td>
</tr>
<tr>
<td>1.25</td>
<td>1.35</td>
<td>0.22562</td>
<td>0.41272</td>
<td>0.09312</td>
</tr>
<tr>
<td>1.75</td>
<td>1.50</td>
<td>0.90250</td>
<td>0.62498</td>
<td>0.56404</td>
</tr>
<tr>
<td>2.00</td>
<td>2.00</td>
<td>1.24093</td>
<td>1.33250</td>
<td>1.65354</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\sum(z_x \cdot z_y) = 4.93905$</td>
</tr>
</tbody>
</table>

Using $\sum(z_x \cdot z_y) = 4.93905$ from Table 10-4, the value of $r$ is calculated by using Formula 10-2 as shown below.

$$r = \frac{\sum(z_x \cdot z_y)}{n - 1} = \frac{4.93905}{5} = 0.988$$

### Interpreting the Linear Correlation Coefficient $r$

After calculating the linear correlation coefficient $r$, we must interpret its meaning. Using the criteria given in the preceding box, we can base our interpretation on a $P$-value or a critical value from Table A-6. If using Table A-6, we conclude that there is a linear correlation if $|r|$ exceeds the value found in Table A-6. This is equivalent to the condition that $r$ is either greater than the value from Table A-6 or less than the negative of the value from Table A-6. It might be helpful to think of critical values from Table A-6 as being both positive and negative. For the pizza/subway fare data, Table A-6 yields $r = 0.811$ (for six pairs of data and a 0.05 significance level). So we can compare the computed value of $r = 0.988$ to the values of $\pm 0.811$ as shown in Figure 10-3 on the next page. (Exercise answers in Appendix D include critical values in a format such as $\pm 0.811$.) Figures such as Figure 10-3 are helpful in visualizing and understanding the

---

**Teacher Evaluations Correlate with Grades**

Student evaluations of faculty are often used to measure teaching effectiveness. Many studies reveal a correlation with higher student grades being associated with higher faculty evaluations. One study at Duke University involved student evaluations collected before and after final grades were assigned. The study showed that “grade expectations or received grades caused a change in the way students perceived their teacher and the quality of instruction.” It was noted that with student evaluations, “the incentives for faculty to manipulate their grading policies in order to enhance their evaluations increase.” It was concluded that “the ultimate consequence of such manipulations is the degradation of the quality of education in the United States.” (See “Teacher Course Evaluations and Student Grades: An Academic Tango,” by Valen Johnson, *Chance*, Vol. 15, No. 3.)
relationship between the computed \( r \) and the critical values from Table A-6, and they
follow the same general pattern of graphs included in Chapters 8 and 9.

![Diagram showing the relationship between the computed \( r \) and the critical values from Table A-6.](image)

**Figure 10-3** Critical Values from Table A-6 and the Computed Value of \( r \)

---

**Example 4** Interpreting \( r \) Interpret the value of \( r = 0.988 \) found in Examples 1, 2, and 3 (based on the pizza/subway fare costs listed in Table 10-2). Use the significance level of 0.05. Is there sufficient evidence to support a claim that there is a linear correlation between the costs of a slice of pizza and subway fares?

**Solution**

**Requirement Check** The requirement check in Example 1 also applies here.

We can base our conclusion about correlation on either the \( P \)-value obtained from computer software or the critical value found in Table A-6.

**Using Computer Software to Interpret \( r \):** If the computed \( P \)-value is less than or equal to the significance level, conclude that there is a linear correlation. Otherwise, there is not sufficient evidence to support the conclusion of a linear correlation.

The Minitab display in Example 1 shows \( P \)-value = 0.000. This \( P \)-value is less than the significance level of 0.05, so we conclude that there is sufficient evidence to support the conclusion that there is a linear correlation between the costs of pizza and subway fares.

**Using Table A-6 to Interpret \( r \):** If \( |r| \) exceeds the value in Table A-6, conclude that there is a linear correlation. Otherwise, there is not sufficient evidence to support the conclusion of a linear correlation.

If we refer to Table A-6 with \( n = 6 \) pairs of sample pizza/subway fare data, we obtain the critical value of 0.811 for \( \alpha = 0.05 \). (Critical values and the role of \( \alpha \) are described in Chapters 7 and 8. With 6 pairs of data and no linear correlation between costs of pizza and subway fares, there is a 5% chance that \( |r| \) will exceed 0.811.) Because \(|0.988|\) exceeds the value of 0.811 from Table A-6, we conclude that there is a linear correlation. (Instead of using the condition with absolute value, we could construct a graph such as Figure 10-3, which shows the relationship between the computed \( r \) and the critical values from Table A-6.) There is sufficient evidence to support the conclusion that there is a linear correlation between the costs of pizza and subway fares.
**Example 5**  
**Interpreting r** Using a 0.05 significance level, interpret the value of \( r = 0.117 \) found using the 62 pairs of weights of discarded paper and glass listed in Data Set 22 in Appendix B. When the paired data are used with computer software, the \( P \)-value is found to be 0.364. Is there sufficient evidence to support a claim of a linear correlation between the weights of discarded paper and glass?

**Solution**  
**Requirement Check** (1) The sample is a simple random sample of quantitative data. (2) A scatterplot shows that the points approximate a straight-line pattern (even though the points are not very close to the straight line that they approximate). (3) There are no outliers that are far away from almost all of the other pairs of data.

**Using Software to Interpret r:** The \( P \)-value obtained from software is 0.364. Because the \( P \)-value is not less than or equal to 0.05, we conclude that there is not sufficient evidence to support a claim of a linear correlation between weights of discarded paper and glass.

**Using Table A-6 to Interpret r:** If we refer to Table A-6 with \( n = 62 \) pairs of sample data, we obtain the critical value of 0.254 (approximately) for \( \alpha = 0.05 \). Because \( |0.117| \) does not exceed the value of 0.254 from Table A-6, we conclude that there is not sufficient evidence to support a claim of a linear correlation between weights of discarded paper and glass.

**Interpreting r: Explained Variation**

If we conclude that there is a linear correlation between \( x \) and \( y \), we can find a linear equation that expresses \( y \) in terms of \( x \), and that equation can be used to predict values of \( y \) for given values of \( x \). In Section 10-3 we will describe a procedure for finding such equations and show how to predict values of \( y \) when given values of \( x \). But a predicted value of \( y \) will not necessarily be the exact result, because in addition to \( x \), there are other factors affecting \( y \), such as random variation and other characteristics not included in the study. In Section 10-4 we will present a rationale and more details about this important principle:

The value of \( r^2 \) is the proportion of the variation in \( y \) that is explained by the linear relationship between \( x \) and \( y \).

**Example 6**  
**Explained Variation** Using the pizza/subway fare costs in Table 10-2, we have found that the linear correlation coefficient is \( r = 0.988 \). What proportion of the variation in the subway fare can be explained by the variation in the costs of a slice of pizza?

**Solution**  
With \( r = 0.988 \), we get \( r^2 = 0.976 \).

**Interpretation**  
We conclude that 0.976 (or about 98%) of the variation in the cost of a subway fares can be explained by the linear relationship between the costs of pizza and subway fares. This implies that about 2% of the variation in costs of subway fares cannot be explained by the costs of pizza.

**Palm Reading**

Some people believe that the length of their palm’s lifeline can be used to predict longevity. In a letter published in the *Journal of the American Medical Association*, authors M. E. Wilson and L. E. Mather refuted that belief with a study of cadavers. Ages at death were recorded, along with the lengths of palm lifelines. The authors concluded that there is no correlation between age at death and length of lifeline. Palmistry lost, hands down.
Common Errors Involving Correlation

We now identify three of the most common sources of errors made in interpreting results involving correlation:

1. A common error is to conclude that correlation implies causality. Using the sample data in Table 10-2, we can conclude that there is a correlation between the costs of pizza and subway fares, but we cannot conclude that increases in pizza costs cause increases in subway fares. Both costs might be affected by some other variable lurking in the background. (A lurking variable is one that affects the variables being studied, but is not included in the study.)

2. Another error arises with data based on averages. Averages suppress individual variation and may inflate the correlation coefficient. One study produced a 0.4 linear correlation coefficient for paired data relating income and education among individuals, but the linear correlation coefficient became 0.7 when regional averages were used.

3. A third error involves the property of linearity. If there is no linear correlation, there might be some other correlation that is not linear, as in Figure 10-2(d). (Figure 10-2(d) is a scatterplot that depicts the relationship between distance above ground and time elapsed for an object thrown upward.)

CAUTION

Know that correlation does not imply causality.

Part 2: Formal Hypothesis Test (Requires Coverage of Chapter 8)

A formal hypothesis test is commonly used to determine whether there is a significant linear correlation between two variables. The following box contains key elements of the hypothesis test.

Hypothesis Test for Correlation (Using Test Statistic $r$)

**Notation**

$n =$ number of pairs of sample data  \hspace{1cm} \rho =$ linear correlation coefficient for a population of paired data.

$r =$ linear correlation coefficient for a sample of paired data.

**Requirements**

The requirements are the same as those given in the preceding box.

**Hypotheses**

$H_0: \rho = 0$ \hspace{0.5cm} (There is no linear correlation.)

$H_1: \rho \neq 0$ \hspace{0.5cm} (There is a linear correlation.)

**Test Statistic: $r$**

**Critical values:** Refer to Table A-6.

**Conclusion**

- If $|r| >$ critical value from Table A-6, reject $H_0$ and conclude that there is sufficient evidence to support the claim of a linear correlation.

- If $|r| \leq$ critical value, fail to reject $H_0$ and conclude that there is not sufficient evidence to support the claim of a linear correlation.
Hypothesis Test with Pizza/Subway Fare Costs

Use the paired pizza/subway fare data in Table 10-2 to test the claim that there is a linear correlation between the costs of a slice of pizza and the subway fares. Use a 0.05 significance level.

SOLUTION

REQUIREMENT CHECK

The solution in Example 1 already includes verification that the requirements are satisfied.

To claim that there is a linear correlation is to claim that the population linear correlation coefficient $\rho$ is different from 0. We therefore have the following hypotheses:

- $H_0: \rho = 0$ (There is no linear correlation.)
- $H_1: \rho \neq 0$ (There is a linear correlation.)

The test statistic is $r = 0.988$ (from Examples 1, 2, and 3). The critical value of $r = 0.811$ is found in Table A-6 with $n = 6$ and $\alpha = 0.05$. Because $|0.988| > 0.811$, we reject $H_0: \rho = 0$. (Rejecting “no linear correlation” indicates that there is a linear correlation.)

INTERPRETATION

We conclude that there is sufficient evidence to support the claim of a linear correlation between costs of a slice of pizza and subway fares.

P-Value Method for a Hypothesis Test for Correlation

The preceding method of hypothesis testing involves relatively simple calculations. Computer software packages typically use a $P$-value method based on a $t$ test. The key components of the $t$ test are as follows.

Hypothesis Test for Correlation (Using $P$-Value from a $t$ Test)

Hypotheses

- $H_0: \rho = 0$ (There is no linear correlation.)
- $H_1: \rho \neq 0$ (There is a linear correlation.)

Test Statistic

$$t = \frac{r}{\sqrt{\frac{1 - r^2}{n - 2}}}$$

$P$-value: Use computer software or use Table A-3 with $n - 2$ degrees of freedom to find the $P$-value corresponding to the test statistic $t$.

Conclusion

- If the $P$-value is less than or equal to the significance level, reject $H_0$ and conclude that there is sufficient evidence to support the claim of a linear correlation.
- If the $P$-value is greater than the significance level, fail to reject $H_0$ and conclude that there is not sufficient evidence to support the claim of a linear correlation.
**Hypothesis Test with Pizza/Subway Fare Costs** Use the paired pizza/subway fare data in Table 10-2 and use the P-value method to test the claim that there is a linear correlation between the costs of a slice of pizza and subway fares. Use a 0.05 significance level.

**SOLUTION**

**REQUIREMENT CHECK** The solution in Example 1 already includes verification that the requirements are satisfied.

To claim that there is a linear correlation is to claim that the population linear correlation coefficient \( \rho \) is different from 0. We therefore have the following hypotheses:

- \( H_0: \rho = 0 \) (There is no linear correlation.)
- \( H_1: \rho \neq 0 \) (There is a linear correlation.)

The linear correlation coefficient is \( r = 0.988 \) (from Examples 1, 2, and 3) and \( n = 6 \) (because there are six pairs of sample data), so the test statistic is

\[
t = \frac{r}{\sqrt{\frac{1 - r^2}{n - 2}}} = \frac{0.988}{\sqrt{\frac{1 - 0.988^2}{6 - 2}}} = 12.793
\]

Computer software packages use more precision to obtain the more accurate test statistic of \( t = 12.692 \). With 4 degrees of freedom, Table A-3 shows that the test statistic of \( t = 12.793 \) yields a P-value that is less than 0.01. Computer software packages show that the P-value is 0.00022. Because the P-value is less than the significance level of 0.05, we reject \( H_0 \).

**INTERPRETATION** We conclude that there is sufficient evidence to support the claim of a linear correlation between costs of a slice of pizza and subway fares.

**One-Tailed Tests:** Examples 7 and 8 illustrate a two-tailed hypothesis test. The examples and exercises in this section will generally involve only two-tailed tests, but one-tailed tests can occur with a claim of a positive linear correlation or a claim of a negative linear correlation. In such cases, the hypotheses will be as shown here.

<table>
<thead>
<tr>
<th>Claim of Negative Correlation (Left-tailed test)</th>
<th>Claim of Positive Correlation (Right-tailed test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_0: \rho = 0 )</td>
<td>( H_0: \rho = 0 )</td>
</tr>
<tr>
<td>( H_1: \rho &lt; 0 )</td>
<td>( H_1: \rho &gt; 0 )</td>
</tr>
</tbody>
</table>

For these one-tailed tests, the P-value method can be used as in earlier chapters.

**Rationale:** We have presented Formulas 10-1 and 10-2 for calculating \( r \) and have illustrated their use. Those formulas are given again below, along with some other formulas that are “equivalent” in the sense that they all produce the same values.

**Formula 10-1**

\[
r = \frac{n\sum xy - (\sum x)(\sum y)}{\sqrt{n(\sum x^2) - (\sum x)^2} \sqrt{n(\sum y^2) - (\sum y)^2}}
\]
We will use Formula 10-2 to help us understand the reasoning that underlies the development of the linear correlation coefficient. Because Formula 10-2 uses $z$ scores, the value of $\sum (z_x z_y)$ does not depend on the scale that is used. Figure 10-1 shows the scatterplot of the original pizza/subway fare data, and Figure 10-4 shows the scatterplot of the $z$ scores from the paired pizza/subway data. Compare Figure 10-1 to Figure 10-4 and see that they are essentially the same scatterplots with different scales. The red lines in Figure 10-4 form the same coordinate axes that we have all come to know and love from earlier mathematics courses. The red lines partition Figure 10-4 into four quadrants. If the points of the scatterplot approximate an uphill line (as in the figure), individual values of the product $z_x \cdot z_y$ tend to be positive (because most of the points are found in the first and third quadrants, where the values of $z_x$ and $z_y$ are either both positive or both negative), so $\sum (z_x z_y)$ tends to be positive. If the points of the scatterplot approximate a downhill line, most of the points are in the second and fourth quadrants, where $z_x \cdot z_y$ are opposite in sign, so $\sum (z_x z_y)$ tends to be negative. Points that follow no linear pattern tend to be scattered among the four quadrants, so the value of $\sum (z_x z_y)$ tends to be close to 0. We can therefore use $\sum (z_x z_y)$ as a measure of how the points are configured among the four quadrants. A large positive sum suggests that the points are predominantly in the first and third quadrants (corresponding to a positive linear correlation), a large negative sum suggests that the points are predominantly in the second and fourth quadrants (corresponding to a negative linear correlation), and a sum near 0 suggests that the points are scattered among the four quadrants (with no linear correlation). We divide $\sum (z_x z_y)$ by $n - 1$ to get a type of average instead of a statistic that becomes larger simply because there are more data values. (The reasons for dividing by $n - 1$ instead of $n$ are essentially the same reasons that relate to the standard deviation.) The end result is Formula 10-2, which can be algebraically manipulated into any of the other expressions for $r$. 

\[
 r = \frac{\sum (z_x z_y)}{n - 1}
\]

\[
 r = \frac{\sum [(x - \bar{x})(y - \bar{y})]}{\sum s_x s_y}
\]

\[
 r = \frac{s_{xy}}{s_{xx} s_{yy}}
\]
**Statistical Literacy and Critical Thinking**

1. **Notation** For each of several randomly selected years, the total number of points scored in the Super Bowl football game and the total number of new cars sold in the United States are recorded. For this sample of paired data, what does \( r \) represent? What does \( \rho \) represent? Without doing any research or calculations, estimate the value of \( r \).

2. **Correlation and Causality** What is meant by the statement that correlation does not imply causality?

3. **Cause of Global Warming** If we find that there is a linear correlation between the concentration of carbon dioxide (CO\(_2\)) in our atmosphere and the global temperature, does that indicate that changes in the concentration of carbon dioxide cause changes in the global temperature? Why or why not?

4. **Weight Loss and Correlation** In a test of the Weight Watchers weight loss program, weights of 40 subjects are recorded before and after the program. Assume that the before/after weights result in \( r = 0.876 \). Is there sufficient evidence to support a claim of a linear correlation between the before/after weights? Does the value of \( r \) indicate that the program is effective in reducing weight? Why or why not?
Interpreting $r$. In Exercises 5–8, use a significance level of $\alpha = 0.05$.

5. **Discarded Garbage and Household Size** In a study conducted by University of Arizona researchers, the total weight (in lb) of garbage discarded in one week and the household size were found for 62 households. Minitab was used to find that the value of the linear correlation coefficient is 0.758. Is there sufficient evidence to support the claim that there is a linear correlation between the weight of discarded garbage and the household size? Explain.

6. **Heights of Mothers and Daughters** The heights (in inches) of a sample of eight mother/daughter pairs of subjects were measured. Using Excel with the paired mother/daughter heights, the linear correlation coefficient is found to be 0.693 (based on data from the National Health Examination Survey). Is there sufficient evidence to support the claim that there is a linear correlation between the heights of mothers and the heights of their daughters? Explain.

7. **Height and Pulse Rate** The heights (in inches) and pulse rates (in beats per minute) for a sample of 40 women were measured. Using STATDISK with the paired height/pulse data, the linear correlation coefficient is found to be 0.202 (based on data from the National Health Examination Survey). Is there sufficient evidence to support the claim that there is a linear correlation between the heights and pulse rates of women? Explain.

8. **Supermodel Height and Weight** The heights and weights of a sample of 9 supermodels were measured. Using a TI-83/84 Plus calculator, the linear correlation coefficient of the 9 pairs of measurements is found to be 0.360. (The supermodels are Alves, Avermann, Hilton, Dyer, Turlington, Hall, Campbell, Mazza, and Hume.) Is there sufficient evidence to support the claim that there is a linear correlation between the heights and weights of supermodels? Explain.


For each exercise,

a. Construct a scatterplot.

b. Find the value of the linear correlation coefficient $r$, then determine whether there is sufficient evidence to support the claim of a linear correlation between the two variables.

c. Identify the feature of the data that would be missed if part (b) was completed without constructing the scatterplot.

9. | $x$ | 10 | 8 | 13 | 9 | 11 | 14 | 6 | 4 | 12 | 7 | 5 |
|----|----|----|----|----|----|----|----|----|----|----|----|

10. | $x$ | 10 | 8 | 13 | 9 | 11 | 14 | 6 | 4 | 12 | 7 | 5 |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$</td>
<td>7.46</td>
<td>6.77</td>
<td>12.74</td>
<td>7.11</td>
<td>7.81</td>
<td>8.84</td>
<td>6.08</td>
<td>5.39</td>
<td>8.15</td>
<td>6.42</td>
<td>5.73</td>
</tr>
</tbody>
</table>

11. **Effects of an Outlier** Refer to the accompanying Minitab-generated scatterplot.

a. Examine the pattern of all 10 points and subjectively determine whether there appears to be a correlation between $x$ and $y$.

b. After identifying the 10 pairs of coordinates corresponding to the 10 points, find the value of the correlation coefficient $r$ and determine whether there is a linear correlation.

c. Now remove the point with coordinates (10, 10) and repeat parts (a) and (b).

d. What do you conclude about the possible effect from a single pair of values?

12. **Effects of Clusters** Refer to the following Minitab-generated scatterplot on the top of the next page. The four points in the lower left corner are measurements from women, and the four points in the upper right corner are from men.

a. Examine the pattern of the four points in the lower left corner (from women) only, and subjectively determine whether there appears to be a correlation between $x$ and $y$ for women.

b. Examine the pattern of the four points in the upper right corner (from men) only, and subjectively determine whether there appears to be a correlation between $x$ and $y$ for men.

c. Find the linear correlation coefficient using only the four points in the lower left corner (for women). Will the four points in the upper left corner (for men) have the same linear correlation coefficient?
**MINITAB**

![Graph showing data points](image)

**Chapter 10**

**Correlation and Regression**

**d.** Find the value of the linear correlation coefficient using all eight points. What does that value suggest about the relationship between $x$ and $y$?

**e.** Based on the preceding results, what do you conclude? Should the data from women and the data from men be considered together, or do they appear to represent two different and distinct populations that should be analyzed separately?

**Testing for a Linear Correlation. In Exercises 13–28, construct a scatterplot, find the value of the linear correlation coefficient $r$, and find the critical values of $r$ from Table A-6 using $\alpha = 0.05$. Determine whether there is sufficient evidence to support a claim of a linear correlation between the two variables. (Save your work because the same data sets will be used in Section 10-3 exercises.)**

**13. CPI and Pizza**
The paired values of the Consumer Price Index (CPI) and the cost of a slice of pizza from Table 10-1 in the Chapter Problem are listed below. Is there a linear correlation between the CPI and the cost of a slice of pizza?

<table>
<thead>
<tr>
<th>CPI</th>
<th>30.2</th>
<th>48.3</th>
<th>112.3</th>
<th>162.2</th>
<th>191.9</th>
<th>197.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of Pizza</td>
<td>0.15</td>
<td>0.35</td>
<td>1.00</td>
<td>1.25</td>
<td>1.75</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**14. CPI and Subway Fare**
The paired values of the Consumer Price Index (CPI) and the cost of subway fare from Table 10-1 in the Chapter Problem are listed below. Is there a linear correlation between the CPI and subway fare?

<table>
<thead>
<tr>
<th>CPI</th>
<th>30.2</th>
<th>48.3</th>
<th>112.3</th>
<th>162.2</th>
<th>191.9</th>
<th>197.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway Fare</td>
<td>0.15</td>
<td>0.35</td>
<td>1.00</td>
<td>1.35</td>
<td>1.50</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**15. Blood Pressure Measurements**
Listed below are systolic blood pressure measurements (in mm Hg) obtained from the same woman (based on data from “Consistency of Blood Pressure Differences Between the Left and Right Arms,” by Eguchi, et al., *Archives of Internal Medicine*, Vol. 167). Is there sufficient evidence to conclude that there is a linear correlation between right and left arm systolic blood pressure measurements?

<table>
<thead>
<tr>
<th>Right Arm</th>
<th>102</th>
<th>101</th>
<th>94</th>
<th>79</th>
<th>79</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Arm</td>
<td>175</td>
<td>169</td>
<td>182</td>
<td>146</td>
<td>144</td>
</tr>
</tbody>
</table>

**16. Heights of Presidents and Runners-Up**
Theories have been developed about the heights of winning candidates for the U.S. presidency and the heights of candidates who were runners-up. Listed below are heights (in inches) from recent presidential elections. Is there a linear correlation between the heights of candidates who won and the heights of the candidates who were runners-up?

<table>
<thead>
<tr>
<th>Winner</th>
<th>69.5</th>
<th>73</th>
<th>73</th>
<th>74</th>
<th>74.5</th>
<th>74.5</th>
<th>71</th>
<th>71</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runner-Up</td>
<td>72</td>
<td>69.5</td>
<td>70</td>
<td>68</td>
<td>74</td>
<td>74</td>
<td>73</td>
<td>76</td>
</tr>
</tbody>
</table>
University. The purpose of the study was to determine if weights of seals could be determined from overhead photographs. Is there sufficient evidence to conclude that there is a linear correlation between overhead widths of seals from photographs and the weights of the seals?

<table>
<thead>
<tr>
<th>Overhead Width</th>
<th>7.2</th>
<th>7.4</th>
<th>9.8</th>
<th>9.4</th>
<th>8.8</th>
<th>8.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>116</td>
<td>154</td>
<td>245</td>
<td>202</td>
<td>200</td>
<td>191</td>
</tr>
</tbody>
</table>

18. Casino Size and Revenue Listed below are sizes (in thousands of square feet) and revenue (in millions of dollars) from casinos in Atlantic City (based on data from the New York Times). Is there sufficient evidence to conclude that there is a linear correlation between size and revenue of casinos?

<table>
<thead>
<tr>
<th>Size</th>
<th>160</th>
<th>227</th>
<th>140</th>
<th>144</th>
<th>161</th>
<th>147</th>
<th>141</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue</td>
<td>189</td>
<td>157</td>
<td>140</td>
<td>127</td>
<td>123</td>
<td>106</td>
<td>101</td>
</tr>
</tbody>
</table>

19. Air Fares Listed below are costs (in dollars) of air fares for different airlines from New York City (JFK) to San Francisco. The costs are based on tickets purchased 30 days in advance and one day in advance, and the airlines are US Air, Continental, Delta, United, American, Alaska, and Northwest. Is there sufficient evidence to conclude that there is a linear correlation between costs of tickets purchased 30 days in advance and those purchased one day in advance?

<table>
<thead>
<tr>
<th>30 Days</th>
<th>244</th>
<th>260</th>
<th>264</th>
<th>264</th>
<th>278</th>
<th>318</th>
<th>280</th>
</tr>
</thead>
<tbody>
<tr>
<td>One Day</td>
<td>456</td>
<td>614</td>
<td>567</td>
<td>943</td>
<td>628</td>
<td>1088</td>
<td>536</td>
</tr>
</tbody>
</table>

20. Commuters and Parking Spaces Listed below are the numbers of commuters and the numbers of parking spaces at different Metro-North railroad stations (based on data from Metro-North). Is there a linear correlation between the numbers of commuters and the numbers of parking spaces?

<table>
<thead>
<tr>
<th>Commuters</th>
<th>3453</th>
<th>1350</th>
<th>1126</th>
<th>3120</th>
<th>2641</th>
<th>277</th>
<th>579</th>
<th>2532</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parking Spaces</td>
<td>1653</td>
<td>676</td>
<td>294</td>
<td>950</td>
<td>1216</td>
<td>179</td>
<td>466</td>
<td>1454</td>
</tr>
</tbody>
</table>

21. Car Repair Costs Listed below are repair costs (in dollars) for cars crashed at 6 mi/h in full-front crash tests and the same cars crashed at 6 mi/h in full-rear crash tests (based on data from the Insurance Institute for Highway Safety). The cars are the Toyota Camry, Mazda 6, Volvo S40, Saturn Aura, Subaru Legacy, Hyundai Sonata, and Honda Accord. Is there sufficient evidence to conclude that there is a linear correlation between the repair costs from full-front crashes and full-rear crashes?

<table>
<thead>
<tr>
<th>Front</th>
<th>936</th>
<th>978</th>
<th>2252</th>
<th>1032</th>
<th>3911</th>
<th>4312</th>
<th>3469</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rear</td>
<td>1480</td>
<td>1202</td>
<td>802</td>
<td>3191</td>
<td>1122</td>
<td>739</td>
<td>2767</td>
</tr>
</tbody>
</table>

22. New Car Mileage Ratings Listed below are combined city–highway fuel economy ratings (in mi/gal) for different cars. The old ratings are based on tests used before 2008 and the new ratings are based on tests that went into effect in 2008. Is there sufficient evidence to conclude that there is a linear correlation between the old ratings and the new ratings?

<table>
<thead>
<tr>
<th>Old</th>
<th>16</th>
<th>27</th>
<th>17</th>
<th>33</th>
<th>28</th>
<th>24</th>
<th>18</th>
<th>22</th>
<th>20</th>
<th>29</th>
<th>21</th>
</tr>
</thead>
<tbody>
<tr>
<td>New</td>
<td>15</td>
<td>24</td>
<td>15</td>
<td>29</td>
<td>25</td>
<td>22</td>
<td>16</td>
<td>20</td>
<td>18</td>
<td>26</td>
<td>19</td>
</tr>
</tbody>
</table>

23. Global Warming Concerns about global warming have led to studies of the relationship between global temperature and the concentration of carbon dioxide (CO2). Listed below are concentrations (in parts per million) of CO2 and temperatures (in °C) for different years (based on data from the Earth Policy Institute). Is there a linear correlation between temperature and concentration of CO2?

<table>
<thead>
<tr>
<th>CO2</th>
<th>314</th>
<th>317</th>
<th>320</th>
<th>326</th>
<th>331</th>
<th>339</th>
<th>346</th>
<th>354</th>
<th>361</th>
<th>369</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>13.9</td>
<td>14.0</td>
<td>13.9</td>
<td>14.1</td>
<td>14.0</td>
<td>14.3</td>
<td>14.1</td>
<td>14.5</td>
<td>14.5</td>
<td>14.4</td>
</tr>
</tbody>
</table>
24. Costs of Televisions Listed below are prices (in dollars) and quality rating scores of rear-projection televisions (based on data from Consumer Reports). All of the televisions have screen sizes of 55 in. or 56 in. Is there sufficient evidence to conclude that there is a linear correlation between the price and the quality rating score of rear-projection televisions? Does it appear that as the price increases, the quality score also increases? Do the results suggest that as you pay more, you get better quality?

<table>
<thead>
<tr>
<th>Price</th>
<th>2300</th>
<th>1800</th>
<th>2500</th>
<th>2700</th>
<th>2000</th>
<th>1700</th>
<th>1500</th>
<th>2700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality Score</td>
<td>74</td>
<td>73</td>
<td>70</td>
<td>66</td>
<td>63</td>
<td>62</td>
<td>52</td>
<td>68</td>
</tr>
</tbody>
</table>

25. Baseball Listed below are baseball team statistics consisting of the proportions of wins and the result of this difference: Difference = (number of runs scored) − (number of runs allowed). The statistics are from a recent year, and the teams are NY (Yankees), Toronto, Boston, Cleveland, Texas, Houston, San Francisco, and Kansas City. Is there sufficient evidence to conclude that there is a linear correlation between the proportion of wins and the above difference?

| Difference | 163 | 55 | −5 | 88 | 51 | 16 | −214 |
| Wins       | 0.599 | 0.537 | 0.531 | 0.481 | 0.494 | 0.506 | 0.383 |

26. Crickets and Temperature One classic application of correlation involves the association between the temperature and the number of times a cricket chirps in a minute. Listed below are the numbers of chirps in 1 min and the corresponding temperatures in °F (based on data from The Song of Insects by George W. Pierce, Harvard University Press). Is there a linear correlation between the number of chirps in 1 min and the temperature?

| Chirps in 1 min | 882 | 1188 | 1104 | 864 | 1200 | 1032 | 960 | 900 |
| Temperature (°F) | 69.7 | 93.3 | 84.3 | 76.3 | 88.6 | 82.6 | 71.6 | 79.6 |

27. Brain Size and Intelligence Listed below are brain sizes (in cm³) and Wechsler IQ scores of subjects (based on data from StatLib and “Brain Size, Head Size, and Intelligence Quotient in Monozygotic Twins,” by Tramo, et al., Neurology, Vol. 50, No. 5). Is there sufficient evidence to conclude that there is a linear correlation between brain size and IQ score? Does it appear that people with larger brains are more intelligent?

| Brain Size | 965 | 1029 | 1030 | 1285 | 1049 | 1077 | 1037 | 1068 | 1176 | 1105 |
| IQ         | 90  | 85  | 86  | 102  | 97  | 124 | 125  | 102  | 114  |

28. Ages of Best Actresses and Actors Listed below are ages of actresses and actors at the times that they won Oscars. Corresponding ages are matched so that they are from the same year. Is there sufficient evidence to conclude that there is a linear correlation between ages of best actresses and best actors?

**Best Actresses**

| 26 | 80 | 42 | 29 | 33 | 35 | 45 | 49 | 39 | 34 |
| 26 | 25 | 33 | 35 | 35 | 28 | 30 | 29 | 61 |

**Best Actors**

| 51 | 32 | 42 | 54 | 52 | 37 | 38 | 32 | 45 | 60 |
| 46 | 40 | 36 | 47 | 29 | 43 | 37 | 38 | 45 |

Large Data Sets. In Exercises 29–32, use the data from Appendix B to construct a scatterplot, find the value of the linear correlation coefficient r, and find the critical values of r from Table A-6 using α = 0.05. Determine whether there is sufficient evidence to support the claim of a linear correlation between the two variables. (Save your work because the same data sets will be used in Section 10-3 exercises.)

29. Movie Budgets and Gross Refer to Data Set 9 in Appendix B and use the paired data consisting of movie budget amounts and the amounts that the movies grossed.
30. Car Weight and Braking Distance Refer to Data Set 16 in Appendix B and use the weights of cars and the corresponding braking distances.

31. Word Counts of Men and Women Refer to Data Set 8 in Appendix B and use the word counts measured from men and women in couple relationships listed in the first two columns of Data Set 8.

32. Cigarette Tar and Nicotine Refer to Data Set 4 in Appendix B and use the tar and nicotine data from king size cigarettes.

Identifying Correlation Errors. In Exercises 33–36, describe the error in the stated conclusion. (See the list of common errors included in this section.)

33. Given: There is a linear correlation between the number of cigarettes smoked each day and the pulse rate, so that more smoking is associated with a higher pulse rate.
Conclusion: Smoking causes an increase in the pulse rate.

34. Given: There is a linear correlation between annual personal income and years of education.
Conclusion: More education causes a person’s income to rise.

35. Given: There is a linear correlation between state average commuting times and state average commuting costs.
Conclusion: There is a linear correlation between individual commuting times and individual commuting costs.

36. Given: The linear correlation coefficient for the IQ test scores and head circumferences of test subjects is very close to 0.
Conclusion: IQ scores and head circumferences are not related in any way.

10-2 Beyond the Basics

37. Transformed Data In addition to testing for a linear correlation between $x$ and $y$, we can often use transformations of data to explore other relationships. For example, we might replace each $x$ value by $x^2$ and use the methods of this section to determine whether there is a linear correlation between $y$ and $x^2$. Given the paired data in the accompanying table, construct the scatterplot and then test for a linear correlation between $y$ and each of the following. Which case results in the largest value of $r$?

<table>
<thead>
<tr>
<th>$x$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$</td>
<td>0</td>
<td>0.3</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.9</td>
</tr>
</tbody>
</table>

a. $x$
b. $x^2$
c. $\log x$
d. $\sqrt{x}$
e. $1/x$

38. Finding Critical $r$-Values The critical $r$ values of Table A-6 are found by using the formula

$$r = \frac{t}{\sqrt{t^2 + n - 2}}$$

where the $t$ value is found from Table A-3 assuming a two-tailed case with $n - 2$ degrees of freedom. Table A-6 lists the results for selected values of $n$ and $\alpha$. Use the formula for $r$ given here and Table A-3 (with $n - 2$ degrees of freedom) to find the critical $r$ values for the given cases.

a. $H_1: \rho \neq 0$, $n = 47$, $\alpha = 0.05$
b. $H_1: \rho \neq 0$, $n = 102$, $\alpha = 0.01$
c. $H_1: \rho < 0$, $n = 40$, $\alpha = 0.05$
d. $H_1: \rho > 0$, $n = 72$, $\alpha = 0.01$
**Key Concept** In Section 10-2, we presented methods for finding the value of the linear correlation coefficient $r$ and for determining whether there is a linear correlation between two variables. In Part 1 of this section, we find the equation of the straight line that best fits the paired sample data. That equation algebraically describes the relationship between the two variables. The best-fitting straight line is called the regression line, and its equation is called the regression equation. We can graph the regression equation on a scatterplot to visually determine how well it fits the data. We also present methods for using the regression equation to make predictions. In Part 2 we discuss marginal change, influential points, and residual plots as a tool for analyzing correlation and regression results.

**Part 1: Basic Concepts of Regression**

Two variables are sometimes related in a deterministic way, meaning that given a value for one variable, the value of the other variable is exactly determined without any error, as in the equation $y = 12x$ for converting a distance $x$ from feet to inches. Such equations are considered in algebra courses, but statistics courses focus on probabilistic models, which are equations with a variable that is not determined completely by the other variable. For example, the height of a child cannot be determined completely by the height of the father and/or mother. Sir Francis Galton (1822–1911) studied the phenomenon of heredity and showed that when tall or short couples have children, the heights of those children tend to regress, or revert to the more typical mean height for people of the same gender. We continue to use Galton’s “regression” terminology, even though our data do not involve the same height phenomena studied by Galton.

**Definition**

Given a collection of paired sample data, the regression equation

$$\hat{y} = b_0 + b_1x$$

algebraically describes the relationship between the two variables $x$ and $y$. The graph of the regression equation is called the regression line (or line of best fit, or least-squares line).

The regression equation expresses a relationship between $x$ (called the explanatory variable, or predictor variable, or independent variable) and $\hat{y}$ (called the response variable, or dependent variable). The preceding definition shows that in statistics, the typical equation of a straight line $y = mx + b$ is expressed in the form $\hat{y} = b_0 + b_1x$, where $b_0$ is the $y$-intercept and $b_1$ is the slope.

The slope $b_1$ and $y$-intercept $b_0$ can also be found using the following formulas.

$$b_1 = \frac{n(\Sigma xy) - (\Sigma x)(\Sigma y)}{n(\Sigma x^2) - (\Sigma x)^2}$$

$$b_0 = \frac{(\Sigma y)(\Sigma x^2) - (\Sigma x)(\Sigma xy)}{n(\Sigma x^2) - (\Sigma x)^2}$$

The values of $b_1$ and $b_0$ can be easily found by using any one of the many computer programs and calculators designed to provide those values. (See “Using Technology at the end of this section.”) Once we have evaluated $b_1$ and $b_0$, we can identify the equation of the estimated regression line, which has the following special property: The regression line fits the sample points best. (The specific criterion used to determine which line fits “best” is the least-squares property, which will be described later.)
Objective
Find the equation of a regression line.

Notation for the Equation of a Regression Line

<table>
<thead>
<tr>
<th>Population Parameter</th>
<th>Sample Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y )-intercept of regression equation</td>
<td>( b_0 )</td>
</tr>
<tr>
<td>Slope of regression equation</td>
<td>( b_1 )</td>
</tr>
<tr>
<td>Equation of the regression line</td>
<td>( y = b_0 + b_1 x )</td>
</tr>
</tbody>
</table>

Requirements
1. The sample of paired \((x, y)\) data is a random sample of quantitative data.
2. Visual examination of the scatterplot shows that the points approximate a straight-line pattern.
3. Outliers can have a strong effect on the regression equation, so remove any outliers if they are known to be errors. Consider the effects of any outliers that are not known errors.

Note: Requirements 2 and 3 above are simplified attempts at checking these formal requirements for regression analysis:
- For each fixed value of \(x\), the corresponding values of \(y\) have a normal distribution.
- For the different fixed values of \(x\), the distributions of the corresponding \(y\)-values all have the same standard deviation. (This is violated if part of the scatterplot shows points very close to the regression line while another portion of the scatterplot shows points that are much farther away from the regression line. See the discussion of residual plots in Part 2 of this section.)
- For the different fixed values of \(x\), the distributions of the corresponding \(y\)-values have means that lie along the same straight line.

The methods of this section are not seriously affected if departures from normal distributions and equal standard deviations are not too extreme.

Formulas for finding the slope \(b_1\) and \(y\)-intercept \(b_0\) in the regression equation \(\hat{y} = b_0 + b_1 x\)

**Formula 10-3**

\[
\text{Slope: } b_1 = r \frac{s_y}{s_x}
\]

where \(r\) is the linear correlation coefficient, \(s_y\) is the standard deviation of the \(y\)-values, and \(s_x\) is the standard deviation of the \(x\)-values

**Formula 10-4**

\[
\text{\(y\)-intercept: } b_0 = \bar{y} - b_1 \bar{x}
\]

Rounding the Slope \(b_1\) and the \(y\)-Intercept \(b_0\)

Round \(b_1\) and \(b_0\) to three significant digits. It’s difficult to provide a simple universal rule for rounding values of \(b_1\) and \(b_0\), but this rule will work for most situations in this book. (Depending on how you round, this book’s answers to examples and exercises may be slightly different from your answers.)
Using Technology to Find the Regression Equation

Refer to the sample data given in Table 10-1 in the Chapter Problem. Use technology to find the equation of the regression line in which the explanatory variable (or $x$ variable) is the cost of a slice of pizza and the response variable (or $y$ variable) is the corresponding cost of a subway fare.

**Requirement Check**

1. The data are assumed to be a simple random sample.
2. Figure 10-1 is a scatterplot showing a pattern of points that does appear to be a straight-line pattern.
3. There are no outliers. The requirements are satisfied.

**Using software:** The use of computer software or a calculator is recommended for finding the equation of a regression line. Shown below are the results from STATDISK, Minitab, Excel, and the TI-83/84 Plus calculator. Note that Minitab actually provides the equation, while STATDISK, Excel, and the TI-83/84 Plus calculator list the values of the $y$-intercept and the slope. All of these technologies show that the regression equation can be expressed as $\hat{y} = 0.0346 + 0.945x$, where $\hat{y}$ is the predicted cost of a subway fare and $x$ is the cost of a slice of pizza.

**STATDISK**

**EXCEL**

**MINITAB**

**TI-83/84 PLUS**

We should know that the regression equation is an estimate of the true regression equation. This estimate is based on one particular set of sample data, but another sample drawn from the same population would probably lead to a slightly different equation.

Using Manual Calculations to Find the Regression Equation

Refer to the sample data given in Table 10-1 in the Chapter Problem. Use Formulas 10-3 and 10-4 to find the equation of the regression line in which the explanatory variable (or $x$ variable) is the cost of a slice of pizza and the response variable (or $y$ variable) is the corresponding cost of a subway fare.

**Requirement Check**

The requirements are verified in Example 1.
We begin by finding the slope \( b_1 \) with Formula 10-3 as follows (with extra digits included for greater accuracy).

\[
b_1 = r \frac{s_y}{s_x} = 0.987811 \cdot \frac{0.706694}{0.738693} = 0.945 \quad \text{(rounded to three significant digits)}
\]

After finding the slope \( b_1 \), we can now use Formula 10-4 to find the \( y \)-intercept as follows.

\[
b_0 = \bar{y} - b_1 \bar{x} = 1.058333 - (0.945)(1.083333) = 0.0346 \quad \text{(rounded to three significant digits)}
\]

Using these results for \( b_1 \) and \( b_0 \), we can now express the regression equation as

\[
y = b_0 + b_1 x = 0.0346 + 0.945x
\]

as the predicted cost of a subway fare and \( x \) is the cost of a slice of pizza.

INTERPRETATION As in Example 1, the regression equation is an estimate of the true regression equation \( y = \beta_0 + \beta_1 x \), and other sample data would probably result in a different equation.

**Graphing the Regression Line** Graph the regression equation \( \hat{y} = 0.0346 + 0.945x \) (found in Examples 1 and 2) on the scatterplot of the pizza/subway fare data and examine the graph to subjectively determine how well the regression line fits the data.

**SOLUTION** Shown below is the Minitab display of the scatterplot with the graph of the regression line included. We can see that the regression line fits the data quite well.

**MINITAB**

Using the Regression Equation for Predictions

Regression equations are often useful for predicting the value of one variable, given some specific value of the other variable. When making predictions, we should consider the following:

1. Use the regression equation for predictions only if the graph of the regression line on the scatterplot confirms that the regression line fits the points reasonably well.
2. Use the regression equation for predictions only if the linear correlation coefficient \( r \) indicates that there is a linear correlation between the two variables (as described in Section 10-2).

3. Use the regression line for predictions only if the data do not go much beyond the scope of the available sample data. (Predicting too far beyond the scope of the available sample data is called extrapolation, and it could result in bad predictions.)

4. If the regression equation does not appear to be useful for making predictions, the best predicted value of a variable is its point estimate, which is its sample mean.

**Strategy for Predicting Values of \( Y \)**

Is the regression equation a good model?
- The regression line graphed in the scatterplot shows that the line fits the points well.
- \( r \) indicates that there is a linear correlation.
- The prediction is not much beyond the scope of the available sample data.

Yes. The regression equation is a good model.

No. The regression equation is not a good model.

Substitute the given value of \( x \) into the regression equation \( \hat{Y} = \beta_0 + \beta_1 x \).

Regardless of the value of \( x \), the best predicted value of \( y \) is the value of \( \bar{y} \) (the mean of the \( y \) values).

**Figure 10-5  Recommended Strategy for Predicting Values of \( y \)**

Figure 10-5 summarizes a strategy for predicting values of a variable \( y \) when given some value of \( x \). Figure 10-5 shows that if the regression equation is a good model, then we substitute the value of \( x \) into the regression equation to find the predicted value of \( y \). However, if the regression equation is not a good model, the best predicted value of \( y \) is simply \( \bar{y} \), the mean of the \( y \) values. Remember, this strategy applies to linear patterns of points in a scatterplot. If the scatterplot shows a pattern that is not a straight-line pattern, other methods apply, as described in Section 10-6.

**SC Example 4  Predicting Subway Fare** Table 10-5 includes the pizza/subway fare costs from the Chapter Problem, as well as the total number of runs scored in the baseball World Series for six different years. As of this writing, the cost of a slice of pizza in New York City was $2.25, and 33 runs were scored in the last World Series.

a. Use the pizza/subway fare data from Table 10-5 to predict the cost of a subway fare given that a slice of pizza costs $2.25.

b. Use the runs/subway fare data from Table 10-5 to predict the subway fare in a year in which 33 runs were scored in the World Series.
Table 10-5  Costs of a Slice of Pizza, Total Number of Runs Scored in World Series, and Subway Fare

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of Pizza</td>
<td>0.15</td>
<td>0.35</td>
<td>1.00</td>
<td>1.25</td>
<td>1.75</td>
<td>2.00</td>
</tr>
<tr>
<td>Runs Scored in World Series</td>
<td>82</td>
<td>45</td>
<td>59</td>
<td>42</td>
<td>85</td>
<td>38</td>
</tr>
<tr>
<td>Subway Fare</td>
<td>0.15</td>
<td>0.35</td>
<td>1.00</td>
<td>1.35</td>
<td>1.50</td>
<td>2.00</td>
</tr>
</tbody>
</table>

(a) Using pizza/subway fare data to predict subway fare when pizza costs $2.25:

The regression line fits the points well, as shown here.

$r = 0.988$, which suggests that there is a linear correlation between pizza costs and subway fares. (The $P$-value is 0.00022.)

The pizza cost of $2.25 is not too far beyond the scope of the available data.

Because the regression equation $\hat{y} = 0.0346 + 0.945x$

is a good model, substitute $x = 2.25$ to get a predicted subway fare of $\hat{y} = 2.16$.

(b) Using runs/subway fare data to predict subway fare when 33 runs are scored in the World Series:

The regression line does not fit the points well, as shown here.

$r = -0.332$, which suggests that there is not a linear correlation between World Series runs and subway fares. (The $P$-value is 0.520.)

33 runs is not too far beyond the scope of the available data.

Because the regression equation is not a good model, the best predicted subway fare is $\bar{y} = 1.06$.

**Interpretation**

Note the key point of this example: Use the regression equation for predictions only if it is a good model. If the regression equation is not a good model, use the predicted value of $\bar{y}$.

continued
Postponing Death

Several studies addressed the ability of people to postpone their death until after an important event. For example, sociologist David Phillips analyzed death rates of Jewish men who died near Passover, and he found that the death rate dropped dramatically in the week before Passover, but rose the week after. A more recent study suggests that people have no such ability to postpone death. Based on records of 1.3 million deaths, this more recent study found no relationship between the time of death and Christmas, Thanksgiving, or the person’s birthday. Dr. Donn Young, one of the researchers, said that “the fact is, death does not keep a calendar. You can’t put in your Palm Pilot and say ‘O.K., let’s have dinner on Friday and I’ll pencil in death for Sunday.’” The findings were disputed by David Phillips, who said that the study focused on cancer patients, but they are least likely to have psychosomatic effects.

In part (a), the predicted subway fare is not likely to be the inconvenient amount of $2.16. A more likely fare would be $2.25 (which is $2.16 rounded up to the nearest multiple of 25 cents). In part (b), the predicted value of $1.06 ignores the pattern of rising subway fares over time. Given the past pattern of subway fares, a better predicted value for part (b) is the latest fare of $2.00.

Part 2: Beyond the Basics of Regression

In Part 2 we consider the concept of marginal change, which is helpful in interpreting a regression equation; then we consider the effects of outliers and special points called influential points.

Interpreting the Regression Equation: Marginal Change

We can use the regression equation to see the effect on one variable when the other variable changes by some specific amount.

**Definition**

In working with two variables related by a regression equation, the **marginal change** in a variable is the amount that it changes when the other variable changes by exactly one unit. The slope $b_1$ in the regression equation represents the marginal change in $y$ that occurs when $x$ changes by one unit.

For the pizza/subway fare data from the Chapter Problem, the regression line has a slope of 0.945. So, if we increase $x$ (the cost of a slice of pizza) by $1, the predicted cost of a subway fare will increase by $0.945, or 94.5¢. That is, for every additional $1 increase in the cost of a slice of pizza, we expect the subway fare to increase by 94.5¢.

Outliers and Influential Points

A correlation/regression analysis of bivariate (paired) data should include an investigation of **outliers** and **influential points**, defined as follows.

**Definition**

In a scatterplot, an **outlier** is a point lying far away from the other data points. Paired sample data may include one or more **influential points**, which are points that strongly affect the graph of the regression line.

To determine whether a point is an outlier, examine the scatterplot to see if the point is far away from the others. Here’s how to determine whether a point is an influential point: First graph the regression line resulting from the data with the point included, then graph the regression line resulting from the data with the point excluded. If the graph changes by a considerable amount, the point is influential. Influential points are often found by identifying those outliers that are horizontally far away from the other points.
Influential Point Consider the pizza/subway fare data from the Chapter Problem. The scatterplot located to the left below shows the regression line. If we include this additional pair of data: \( x = 2.00, y = -20.00 \) (pizza is still $2.00 per slice, but the subway fare is $-20.00, which means that people are paid $20 to ride the subway), this additional point would be an influential point because the graph of the regression line would change considerably, as shown by the regression line located to the right below. Compare the two graphs and you will see clearly that the addition of that one pair of values has a very dramatic effect on the regression line, so that additional point is an influential point. The additional point is also an outlier because it is far from the other points.

\[
\begin{align*}
\text{Subway} &= 0.03456 + 0.9450 \text{Pizza} \\
\text{Subway} &= 2.068 - 4.050 \text{Pizza}
\end{align*}
\]

Residuals and the Least-Squares Property

We have stated that the regression equation represents the straight line that “best” fits the data. The criterion to determine the line that is better than all others is based on the vertical distances between the original data points and the regression line. Such distances are called residuals.

**Definition**

For a pair of sample \( x \) and \( y \) values, the residual is the difference between the observed sample value of \( y \) and the \( y \)-value that is predicted by using the regression equation. That is,

\[
\text{residual} = \text{observed } y - \text{predicted } y = y - \hat{y}
\]

This definition has not yet won any prizes for simplicity, but you can easily understand residuals by referring to Figure 10-6 on the next page, which corresponds to the paired sample data shown in the margin. In Figure 10-6, the residuals are represented by the dashed lines.

Consider the sample point with coordinates of \((5, 32)\). If we substitute \( x = 5 \) into the regression equation \( \hat{y} = 5 + 4x \), we get a predicted value of \( \hat{y} = 25 \). But the actual observed sample value is \( y = 32 \). The difference \( y - \hat{y} = 32 - 25 = 7 \) is a residual.
Predicting Condo Prices

A massive study involved 99,491 sales of condominiums and cooperatives in Manhattan. The study used 41 different variables used to predict the value of the condo or co-op. The variables include condition of the unit, the neighborhood, age, size, and whether there are doormen. Some conclusions: With all factors equal, a condo is worth 15.5% more than a co-op; a fireplace increases the value of a condo 9.69% and it increases the value of a co-op 11.36%; an additional bedroom in a condo increases the value by 7.11% and it increases the value in a co-op by 18.53%. This use of statistical methods allows buyers and sellers to estimate value with much greater accuracy. Methods of multiple regression (Section 10-5) are used when there is more than one predictor variable, as in this study. (Based on data from “So How Much Is That . . . Worth,” by Dennis Hevesi, New York Times.)

The regression equation represents the line that “best” fits the points according to the following least-squares property.

A straight line satisfies the least-squares property if the sum of the squares of the residuals is the smallest sum possible.

From Figure 10-6, we see that the residuals are $-5$, $11$, $-13$, and $7$, so the sum of their squares is

$(-5)^2 + 11^2 + (-13)^2 + 7^2 = 364$

We can visualize the least-squares property by referring to Figure 10-6, where the squares of the residuals are represented by the red-square areas. The sum of the red-square areas is 364, which is the smallest sum possible. Use any other straight line, and the red squares will combine to produce an area larger than the combined red area of 364.

Fortunately, we need not deal directly with the least-squares property when we want to find the equation of the regression line. Calculus has been used to build the least-squares property into Formulas 10-3 and 10-4. Because the derivations of these formulas require calculus, we don’t include the derivations in this text.

Residual Plots

In this section and the preceding section we listed simplified requirements for the effective analyses of correlation and regression results. We noted that we should always begin with a scatterplot, and we should verify that the pattern of points is approximately a straight-line pattern. We should also consider outliers. A residual plot can be another helpful tool for analyzing correlation and regression results and for checking the requirements necessary for making inferences about correlation and regression.
A residual plot is a scatterplot of the \((x, y)\) values after each of the \(y\)-coordinate values has been replaced by the residual value \(y - \hat{y}\) (where \(\hat{y}\) denotes the predicted value of \(y\)). That is, a residual plot is a graph of the points \((x, y - \hat{y})\).

To construct a residual plot, use the same \(x\)-axis as the scatterplot, but use a vertical axis of residual values. Draw a horizontal reference line through the residual value of 0, then plot the paired values of \((x, y - \hat{y})\). Because the manual construction of residual plots can be tedious, the use of computer software is strongly recommended. When analyzing a residual plot, look for a pattern in the way the points are configured, and use these criteria:

- The residual plot should not have an obvious pattern that is not a straight-line pattern. (This confirms that a scatterplot of the sample data is a straight-line pattern and not some other pattern that is not a straight line.)
- The residual plot should not become thicker (or thinner) when viewed from left to right. (This confirms the requirement that for the different fixed values of \(x\), the distributions of the corresponding \(y\)-values all have the same standard deviation.)

SC Example 6: Residual Plot

The pizza/subway fare data from the Chapter Problem are used to obtain the accompanying Minitab and STATDISK residual plots. The first sample \(x\) value of 0.15 for the cost of a slice of pizza is substituted into the regression equation of \(\hat{y} = 0.0346 + 0.945x\) (found in Examples 1 and 2). The result is the predicted value of \(\hat{y} = 0.17635\). For the first value of \(x = 0.15\), the corresponding \(y\)-value is 0.15, so the value of the residual is \(y - \hat{y} = 0.15 - 0.17635 = -0.02635\). Using the \(x\) value of 0.15 and the residual of \(-0.02635\), we get the coordinates of the point \((0.15, -0.02635)\), which is the leftmost point in each of the residual plots shown here. This residual plot becomes thicker, suggesting that the regression equation might not be a good model.

MINITAB

STATDISK

See the three residual plots below. The leftmost residual plot suggests that the regression equation is a good model. The middle residual plot shows a distinct pattern,
suggested that the sample data do not follow a straight-line pattern as required. The rightmost residual plot becomes thicker, which suggests that the requirement of equal standard deviations is violated.

**Complete Regression Analysis**

In Part 1 of this section, we identified simplified criteria for determining whether a regression equation is a good model. A more complete and thorough analysis can be implemented with the following steps.

1. Construct a scatterplot and verify that the pattern of the points is approximately a straight-line pattern without outliers. (If there are outliers, consider their effects by comparing results that include the outliers to results that exclude the outliers.)

2. Construct a residual plot and verify that there is no pattern (other than a straight-line pattern) and also verify that the residual plot does not become thicker (or thinner).

3. Use a histogram and/or normal quantile plot to confirm that the values of the residuals have a distribution that is approximately normal.

4. Consider any effects of a pattern over time.

---

**MINITAB**

- **Residual Plot Suggesting that the Regression Equation is a Good Model**
- **Residual Plot with an Obvious Pattern, Suggesting that the Regression Equation Is Not a Good Model**
- **Regression Plot that Becomes Thicker, Suggesting that the Regression Equation Is Not a Good Model**

---

Because of the messy calculations involved, the linear correlation coefficient \( r \) and the slope and \( y \)-intercept of the regression line are usually found using a calculator or computer software.

**STATDISK**
First enter the paired data in columns of the Statdisk Data Window. Select **Analysis** from the main menu bar, then use the option **Correlation and Regression**. Enter a value for the significance level and select the columns of data. Click on the **Evaluate** button. The display will include the value of the linear correlation coefficient along with the critical value of \( r \), the conclusion about correlation, and the intercept and slope of the regression equation, as well as some other results. Click on **Scatterplot** to get a graph of the scatterplot with the regression line included. Click on **Residual Plot** to get a residual plot.

**MINITAB**
First enter the \( x \) values in column C1 and enter the \( y \) values in column C2 (or use any other columns). In Section 10-2 we saw that we could find the value of the linear correlation coefficient \( r \) by selecting **Stat/Basic Statistics/Correlation**. To get the equation of the regression line, select **Stat/Regression/Regression**, and enter C2 for "response" and C1 for "predictor." To get the graph of the scatterplot with the regression line, select **Stat/Regression/Fitted Line Plot**, then enter C2 for the response variable and C1 for the predictor variable. Select the "linear" model.

**EXCEL**
Enter the paired data in columns A and B. Use Excel’s Data Analysis add-in. If using Excel 2010 or Excel 2007,
Basic Skills and Concepts

1. Notation and Terminology A physician measured the weights and cholesterol levels of a random sample of men. The regression equation is \( \hat{y} = -116 + 2.44x \), where \( x \) represents weight (in pounds). What does the symbol \( \hat{y} \) represent? What does the predictor variable represent? What does the response variable represent?

2. Best-Fitting Line In what sense is the regression line the straight line that “best” fits the points in a scatterplot?

3. Correlation and Slope Formula 10-3 shows that the slope of a regression line can be found by evaluating \( r \cdot \frac{s_y}{s_x} \). What do we know about the graph of the regression line if \( r \) is a positive value? What do we know about the graph of the regression line if \( r \) is a negative value?

4. Notation What is the difference between the regression equation \( \hat{y} = b_0 + b_1x \) and the regression equation \( y = \beta_0 + \beta_1x \)?

Making Predictions. In Exercises 5–8, use the given data to find the best predicted value of the response variable. Be sure to follow the prediction procedure summarized in Figure 10-5.

5. Discarded Garbage and Household Size In a study conducted by University of Arizona researchers, the total weight (in pounds) of garbage discarded in one week and the household size were recorded for 62 households. The linear correlation coefficient is \( r = 0.759 \) and the regression equation is \( \hat{y} = 0.445 + 0.119x \), where \( x \) represents the total weight of discarded garbage. The mean of the 62 garbage weights is 27.4 lb and the 62 households have a mean size of 3.71 people. What is the best predicted number of people in a household that discards 50 lb of garbage?

6. Heights of Mothers and Daughters A sample of eight mother/daughter pairs of subjects was obtained, and their heights (in inches) were measured. The linear correlation coefficient is 0.693 and the regression equation is \( \hat{y} = 69.0 - 0.0849x \), where \( x \) represents the height of the mother (based on data from the National Health Examination Survey). The mean height of the mothers is 63.1 in. and the mean height of the daughters is 63.3 in. Find the best predicted height of a daughter given that the mother has a height of 60 in.

7. Height and Pulse Rate A sample of 40 women is obtained, and their heights (in inches) and pulse rates (in beats per minute) are measured. The linear correlation coefficient is 0.202 and the equation of the regression line is \( \hat{y} = 18.2 + 0.920x \), where \( x \) represents height.
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(based on data from the National Health Examination Survey). The mean of the 40 heights is 63.2 in. and the mean of the 40 pulse rates is 76.3 beats per minute. Find the best predicted pulse rate of a woman who is 70 in. tall.

8. Supermodel Heights and Weights Heights (in inches) and weights (in pounds) are obtained from a random sample of nine supermodels (Alves, Avermann, Hilton, Dyer, Turlington, Hall, Campbell, Mazza, and Hume). The linear correlation coefficient is 0.360 and the equation of the regression line is \( \hat{y} = 31.8 + 1.23x \), where \( x \) represents height. The mean of the nine heights is 69.3 in. and the mean of the nine weights is 117 lb. What is the best predicted weight of a supermodel with a height of 72 in.?

Finding the Equation of the Regression Line. In Exercises 9 and 10, use the given data to find the equation of the regression line. Examine the scatterplot and identify a characteristic of the data that is ignored by the regression line.

9. \( x \)
   10  8  13  9  11  14  6  4  12  7  5

   \( y \)

10. \( x \)
    10  8  13  9  11  14  6  4  12  7  5

    \( y \)
    7.46 6.77 12.74 7.11 7.81 8.84 6.08 5.39 8.15 6.42 5.73

11. Effects of an Outlier Refer to the Minitab-generated scatterplot given in Exercise 11 of Section 10-2.
    a. Using the pairs of values for all 10 points, find the equation of the regression line.
    b. After removing the point with coordinates (10, 10), use the pairs of values for the remaining nine points and find the equation of the regression line.
    c. Compare the results from parts (a) and (b).

12. Effects of Clusters Refer to the Minitab-generated scatterplot given in Exercise 12 of Section 10-2.
    a. Using the pairs of values for all 8 points, find the equation of the regression line.
    b. Using only the pairs of values for the four points in the lower left corner, find the equation of the regression line.
    c. Using only the pairs of values for the four points in the upper right corner, find the equation of the regression line.
    d. Compare the results from parts (a), (b), and (c).

Finding the Equation of the Regression Line and Making Predictions. Exercises 13–28 use the same data sets as Exercises 13–28 in Section 10-2. In each case, find the regression equation, letting the first variable be the predictor (x) variable. Find the indicated predicted value by following the prediction procedure summarized in Figure 10-5.

13. CPI and Pizza Find the best predicted cost of a slice of pizza when the Consumer Price Index (CPI) is 182.5 (in the year 2000).

   CPI
   30.2  48.3  112.3  162.2  191.9  197.8

   Cost of Pizza
   0.15  0.35  1.00  1.25  1.75  2.00

14. CPI and Subway Fare Find the best predicted cost of subway fare when the Consumer Price Index (CPI) is 182.5 (in the year 2000).

   CPI
   30.2  48.3  112.3  162.2  191.9  197.8

   Subway Fare
   0.15  0.35  1.00  1.35  1.50  2.00
15. Blood Pressure Measurements Find the best predicted systolic blood pressure in the left arm given that the systolic blood pressure in the right arm is 100 mm Hg.

<table>
<thead>
<tr>
<th>Right Arm</th>
<th>102</th>
<th>101</th>
<th>94</th>
<th>79</th>
<th>79</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Arm</td>
<td>175</td>
<td>169</td>
<td>182</td>
<td>146</td>
<td>144</td>
</tr>
</tbody>
</table>

16. Heights of Presidents and Runners-Up Find the best predicted height of runner-up Goldwater, given that the height of the winning presidential candidate Johnson is 75 in. Is the predicted height of Goldwater close to his actual height of 72 in.?

<table>
<thead>
<tr>
<th>Winner</th>
<th>69.5</th>
<th>73</th>
<th>73</th>
<th>74</th>
<th>74.5</th>
<th>71</th>
<th>71</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runner-Up</td>
<td>72</td>
<td>69.5</td>
<td>70</td>
<td>68</td>
<td>74</td>
<td>74</td>
<td>73</td>
</tr>
</tbody>
</table>

17. Measuring Seals from Photos Find the best predicted weight (in kg) of a seal if the overhead width measured from the photograph is 9.0 cm.

<table>
<thead>
<tr>
<th>Overhead Width</th>
<th>7.2</th>
<th>7.4</th>
<th>9.8</th>
<th>9.4</th>
<th>8.8</th>
<th>8.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>116</td>
<td>154</td>
<td>245</td>
<td>202</td>
<td>200</td>
<td>191</td>
</tr>
</tbody>
</table>

18. Casino Size and Revenue Find the best predicted amount of revenue (in millions of dollars) given that the Trump Plaza casino has a size of 87 thousand ft². How does the result compare to the actual revenue of $65.1 million?

<table>
<thead>
<tr>
<th>Size</th>
<th>160</th>
<th>227</th>
<th>140</th>
<th>144</th>
<th>161</th>
<th>147</th>
<th>141</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue</td>
<td>189</td>
<td>157</td>
<td>140</td>
<td>127</td>
<td>123</td>
<td>106</td>
<td>101</td>
</tr>
</tbody>
</table>

19. Air Fares Find the best predicted cost of a ticket purchased one day in advance, given that the cost of the ticket is $300 if purchased 30 days in advance of the flight.

<table>
<thead>
<tr>
<th>30 Days</th>
<th>244</th>
<th>260</th>
<th>264</th>
<th>264</th>
<th>278</th>
<th>318</th>
<th>280</th>
</tr>
</thead>
<tbody>
<tr>
<td>One Day</td>
<td>456</td>
<td>614</td>
<td>567</td>
<td>943</td>
<td>628</td>
<td>1088</td>
<td>536</td>
</tr>
</tbody>
</table>

20. Commuters and Parking Spaces The Metro-North Station of Greenwich, CT has 2804 commuters. Find the best predicted number of parking spots at that station. Is the predicted value close to the actual value of 1274?

<table>
<thead>
<tr>
<th>Commuters</th>
<th>3453</th>
<th>1350</th>
<th>1126</th>
<th>3120</th>
<th>2641</th>
<th>277</th>
<th>579</th>
<th>2532</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parking Spots</td>
<td>1653</td>
<td>676</td>
<td>294</td>
<td>950</td>
<td>1216</td>
<td>179</td>
<td>466</td>
<td>1454</td>
</tr>
</tbody>
</table>

21. Car Repair Costs Find the best predicted repair costs from a full-rear crash for a Volkswagen Passat, given that its repair costs from a full-front crash is $4594. How does the result compare to the $982 actual repair cost from a full-rear crash?

<table>
<thead>
<tr>
<th>Front</th>
<th>936</th>
<th>978</th>
<th>2252</th>
<th>1032</th>
<th>3911</th>
<th>4312</th>
<th>3469</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rear</td>
<td>1480</td>
<td>1202</td>
<td>802</td>
<td>3191</td>
<td>1122</td>
<td>739</td>
<td>2767</td>
</tr>
</tbody>
</table>

22. New Car Mileage Ratings Find the best predicted new mileage rating of a Jeep Grand Cherokee given that the old rating is 19 mi/gal. Is the predicted value close to the actual value of 17 mi/gal?

<table>
<thead>
<tr>
<th>Old</th>
<th>16</th>
<th>27</th>
<th>17</th>
<th>33</th>
<th>28</th>
<th>24</th>
<th>18</th>
<th>22</th>
<th>20</th>
<th>29</th>
<th>21</th>
</tr>
</thead>
<tbody>
<tr>
<td>New</td>
<td>15</td>
<td>24</td>
<td>15</td>
<td>29</td>
<td>25</td>
<td>22</td>
<td>16</td>
<td>20</td>
<td>18</td>
<td>26</td>
<td>19</td>
</tr>
</tbody>
</table>
23. **Global Warming** Find the best predicted temperature for a recent year in which the concentration (in parts per million) of CO₂ is 370.9. Is the predicted temperature close to the actual temperature of 14.5°C (Celsius)?

<table>
<thead>
<tr>
<th>CO₂</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>314</td>
<td>13.9</td>
</tr>
<tr>
<td>317</td>
<td>14.0</td>
</tr>
<tr>
<td>320</td>
<td>13.9</td>
</tr>
<tr>
<td>326</td>
<td>14.1</td>
</tr>
<tr>
<td>331</td>
<td>14.0</td>
</tr>
<tr>
<td>339</td>
<td>14.3</td>
</tr>
<tr>
<td>346</td>
<td>14.1</td>
</tr>
<tr>
<td>354</td>
<td>14.5</td>
</tr>
<tr>
<td>361</td>
<td>14.5</td>
</tr>
<tr>
<td>369</td>
<td>14.4</td>
</tr>
</tbody>
</table>

24. **Costs of Televisions** Find the best predicted quality score of a Hitachi television with a price of $1900. Is the predicted quality score close to the actual quality score of 56?

<table>
<thead>
<tr>
<th>Price</th>
<th>Quality Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2300</td>
<td>74</td>
</tr>
<tr>
<td>1800</td>
<td>73</td>
</tr>
<tr>
<td>2500</td>
<td>70</td>
</tr>
<tr>
<td>2700</td>
<td>66</td>
</tr>
<tr>
<td>2000</td>
<td>63</td>
</tr>
<tr>
<td>1700</td>
<td>62</td>
</tr>
<tr>
<td>1500</td>
<td>52</td>
</tr>
<tr>
<td>2700</td>
<td>68</td>
</tr>
</tbody>
</table>

25. **Baseball** Listed below are statistics from seven baseball teams. The statistics consist of the proportions of wins and the result of this difference: Difference = (number of runs scored) − (number of runs allowed) for a recent year. Find the best predicted winning proportion for San Diego, which has a difference of 52 runs. Is the predicted proportion close to the actual proportion of 0.543?

<table>
<thead>
<tr>
<th>Difference</th>
<th>Wins</th>
</tr>
</thead>
<tbody>
<tr>
<td>163</td>
<td>0.599</td>
</tr>
<tr>
<td>55</td>
<td>0.537</td>
</tr>
<tr>
<td>−5</td>
<td>0.531</td>
</tr>
<tr>
<td>88</td>
<td>0.481</td>
</tr>
<tr>
<td>51</td>
<td>0.494</td>
</tr>
<tr>
<td>16</td>
<td>0.506</td>
</tr>
<tr>
<td>−214</td>
<td>0.383</td>
</tr>
</tbody>
</table>

26. **Crickets and Temperature** Find the best predicted temperature (in °F) at a time when a cricket chirps 3000 times in one minute. What is wrong with this predicted value?

<table>
<thead>
<tr>
<th>Chirps in 1 min</th>
<th>Temperature (°F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>882</td>
<td>69.7</td>
</tr>
<tr>
<td>1188</td>
<td>93.3</td>
</tr>
<tr>
<td>1104</td>
<td>84.3</td>
</tr>
<tr>
<td>864</td>
<td>76.3</td>
</tr>
<tr>
<td>1200</td>
<td>88.6</td>
</tr>
<tr>
<td>1032</td>
<td>82.6</td>
</tr>
<tr>
<td>960</td>
<td>71.6</td>
</tr>
<tr>
<td>900</td>
<td>79.6</td>
</tr>
</tbody>
</table>

27. **Brain Size and Intelligence** Find the best predicted IQ score of someone with a brain size of 1275 cm³.

<table>
<thead>
<tr>
<th>Brain Size</th>
<th>IQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>965</td>
<td>90</td>
</tr>
<tr>
<td>1029</td>
<td>85</td>
</tr>
<tr>
<td>1030</td>
<td>86</td>
</tr>
<tr>
<td>1285</td>
<td>102</td>
</tr>
<tr>
<td>1049</td>
<td>103</td>
</tr>
<tr>
<td>1077</td>
<td>97</td>
</tr>
<tr>
<td>1037</td>
<td>124</td>
</tr>
<tr>
<td>1068</td>
<td>125</td>
</tr>
<tr>
<td>1176</td>
<td>102</td>
</tr>
<tr>
<td>1105</td>
<td>114</td>
</tr>
</tbody>
</table>

28. **Ages of Best Actresses and Actors** Find the best predicted age of the Best Actor at the time that the age of the Best Actress is 75 years.

**Best Actresses**

<table>
<thead>
<tr>
<th>26</th>
<th>80</th>
<th>42</th>
<th>29</th>
<th>33</th>
<th>35</th>
<th>45</th>
<th>49</th>
<th>39</th>
<th>34</th>
</tr>
</thead>
</table>

**Best Actors**

<table>
<thead>
<tr>
<th>51</th>
<th>32</th>
<th>42</th>
<th>54</th>
<th>52</th>
<th>37</th>
<th>38</th>
<th>32</th>
<th>45</th>
<th>60</th>
</tr>
</thead>
</table>

**Large Data Sets.** Exercises 29–32 use the same Appendix B data sets as Exercises 29–32 in Section 10-2. In each case, find the regression equation, letting the first variable be the predictor (x) variable. Find the indicated predicted values following the prediction procedure summarized in Figure 10-5.

29. **Movie Budgets and Gross** Refer to Data Set 9 in Appendix B and use the paired data consisting of movie budget amounts and the amounts that the movies grossed. Find the best predicted amount that a movie will gross if its budget is $120 million.

30. **Car Weight and Braking Distance** Refer to Data Set 16 in Appendix B and use the weights of cars and the corresponding braking distances. Find the best predicted braking distance for a car that weighs 4000 lb.

31. **Word Counts of Men and Women** Refer to Data Set 8 in Appendix B and use the word counts measured for men and women from the couples listed in the first two columns of
Data Set 8. Find the best predicted word count of a woman given that her male partner speaks 6000 words in a day.

### 32. Cigarette Tar and Nicotine
Refer to Data Set 4 in Appendix B and use the tar and nicotine data from king size cigarettes. Find the best predicted amount of nicotine in a king size cigarette with 10 mg of tar.

### 10-3 Beyond the Basics

#### 33. Equivalent Hypothesis Tests
Explain why a test of the null hypothesis $H_0; \rho = 0$ is equivalent to a test of the null hypothesis $H_0; \beta_1 = 0$ where $\rho$ is the linear correlation coefficient for a population of paired data, and $\beta_1$ is the slope of the regression line for that same population.

#### 34. Testing Least-Squares Property
According to the least-squares property, the regression line minimizes the sum of the squares of the residuals. Refer to Data Set 1 in Appendix B and use the paired data consisting of the first six pulse rates and the first six systolic blood pressures of males.

- a. Find the equation of the regression line.
- b. Identify the residuals, and find the sum of squares of the residuals.
- c. Show that the equation $\hat{y} = 70 + 0.5x$ results in a larger sum of squares of residuals.

#### 35. Residual Plot
Refer to Data Set 1 in Appendix B and use the paired data consisting of the first six pulse rates and the first six systolic blood pressures of males. Construct the residual plot. Does the residual plot suggest that the regression equation is a bad model? Why or why not? Does the scatter diagram suggest that the regression equation is a bad model? Why or why not?

#### 36. Using Logarithms to Transform Data
If a scatterplot reveals a nonlinear (not a straight line) pattern that you recognize as another type of curve, you may be able to apply the methods of this section. For the data given in the margin, find the linear equation ($\hat{y} = b_0 + b_1x$) that best fits the sample data, and find the logarithmic equation ($\hat{y} = a + b\ln x$) that best fits the sample data. (Hint: Begin by replacing each $x$-value with $\ln x$.) Which of these two equations fits the data better? Why?

### 10-4 Variation and Prediction Intervals

#### Key Concept
In Section 10-3 we presented a method for using a regression equation to find a predicted value of $y$. In this section we present a method for constructing a prediction interval, which is an interval estimate of a predicted value of $y$. (Interval estimates of parameters are confidence intervals, but interval estimates of variables are called prediction intervals.)

#### Explained and Unexplained Variation
We first examine measures of deviation and variation for a pair of $(x, y)$ values. Let's consider the specific case shown in Figure 10-7. Imagine a sample of paired $(x, y)$ data that includes the specific values of $(5, 19)$. Assume that we use this sample of paired data to find the following results:

- There is sufficient evidence to support the claim of a linear correlation between $x$ and $y$.
- The equation of the regression line is $\hat{y} = 3 + 2x$. 

```
<table>
<thead>
<tr>
<th>x</th>
<th>2</th>
<th>48</th>
<th>377</th>
<th>4215</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>10</td>
</tr>
</tbody>
</table>
```
Super Bowl as Stock Market Predictor

The “Super Bowl omen” states that a Super Bowl victory by a team with NFL origins is followed by a year in which the New York Stock Exchange index rises; otherwise, it falls. (In 1970, the NFL and AFL merged into the current NFL.) After the first 29 Super Bowl games, the prediction was correct 90% of the time, but it has been much less successful in recent years. As of this writing, it has been correct in 31 of 40 Super Bowl games, for a 78% success rate. Forecasting and predicting are important goals of statistics and investment advisors, but common sense suggests that no one should base investments on the outcome of one football game. Other indicators used to forecast stock market performance include rising skirt hemlines, aspirin sales, limousines on Wall Street, orders for cardboard boxes, sales of beer versus wine, and elevator traffic at the New York Stock Exchange.

Figure 10-7 shows that the point (5, 13) lies on the regression line, but the point (5, 19) from the original data set does not lie on the regression line. If we completely ignore correlation and regression concepts and want to predict a value of \( y \) given a value of \( x \) and a collection of paired \((x, y)\) data, our best guess would be the mean \( \bar{y} \). But in this case there is a linear correlation between \( x \) and \( y \), so a better way to predict the value of \( y \) when \( x = 5 \) is to substitute \( x = 5 \) into the regression equation to get \( \hat{y} = 3 + 2x \). We can explain the discrepancy between \( \bar{y} = 9 \) and \( \hat{y} = 13 \) by noting that there is a linear relationship best described by the regression line. Consequently, when \( x = 5 \), the predicted value of \( y \) is 13, not the mean value of 9. For \( x = 5 \), the predicted value of \( y \) is 13, but the observed sample value of \( y \) is actually 19. The discrepancy between \( \hat{y} = 13 \) and \( y = 19 \) cannot be explained by the regression line, and it is called an unexplained deviation, or a residual. This unexplained deviation can be expressed in symbols as \( y - \hat{y} \).

As in Section 3-3 where we defined the standard deviation, we again consider a deviation to be a difference between a value and the mean. (In this case, the mean is \( \bar{y} = 9 \).) Examine Figure 10-7 carefully and note these specific deviations from \( \bar{y} = 9 \):

- Total deviation (from \( \bar{y} = 9 \)) of the point (5, 19) = \( y - \bar{y} = 19 - 9 = 10 \)
- Explained deviation (from \( \bar{y} = 9 \)) of the point (5, 19) = \( \hat{y} - \bar{y} = 13 - 9 = 4 \)
- Unexplained deviation (from \( \bar{y} = 9 \)) of the point (5, 19) = \( y - \hat{y} = 19 - 13 = 6 \)

These deviations from the mean are generalized and formally defined as follows.

Assume that we have a collection of paired data containing the sample point \((x, y)\), that \( \hat{y} \) is the predicted value of \( y \) (obtained by using the regression equation), and that the mean of the sample \( y \)-values is \( \bar{y} \).
The total deviation of \((x, y)\) is the vertical distance \(y - \bar{y}\), which is the distance between the point \((x, y)\) and the horizontal line passing through the sample mean \(\bar{y}\).

The explained deviation is the vertical distance \(\hat{y} - \bar{y}\), which is the distance between the predicted \(y\)-value and the horizontal line passing through the sample mean \(\bar{y}\).

The unexplained deviation is the vertical distance \(y - \hat{y}\), which is the vertical distance between the point \((x, y)\) and the regression line. (The distance \(y - \hat{y}\) is also called a residual, as defined in Section 10-3.)

We can see the following relationship in Figure 10-7:

\[
(y - \bar{y}) = (\hat{y} - \bar{y}) + (y - \hat{y})
\]

The above expression involves deviations away from the mean, and it applies to any one particular point \((x, y)\). If we sum the squares of deviations using all points \((x, y)\), we get amounts of variation. The same relationship applies to the sums of squares shown in Formula 10-5, even though the above expression is not algebraically equivalent to Formula 10-5. In Formula 10-5, the total variation is the sum of the squares of the total deviation values, the explained variation is the sum of the squares of the explained deviation values, and the unexplained variation is the sum of the squares of the unexplained deviation values.

\[
\text{Formula 10-5} \quad (\text{total variation}) = (\text{explained variation}) + (\text{unexplained variation})
\]

or

\[
\sum(y - \bar{y})^2 = \sum(\hat{y} - \bar{y})^2 + \sum(y - \hat{y})^2
\]

In Section 10-2 we saw that the linear correlation coefficient \(r\) can be used to find the proportion of the total variation in \(y\) that can be explained by the linear correlation. This statement was made in Section 10-2:

**The value of \(r^2\) is the proportion of the variation in \(y\) that is explained by the linear relationship between \(x\) and \(y\).**

This statement about the explained variation is formalized with the following definition.

**Definition**

The coefficient of determination is the amount of the variation in \(y\) that is explained by the regression line. It is computed as

\[
r^2 = \frac{\text{explained variation}}{\text{total variation}}
\]

We can compute \(r^2\) by using the definition just given with Formula 10-5, or we can simply square the linear correlation coefficient \(r\).

**Example 1** Pizza/Subway Fare Costs: Finding the Coefficient of Determination

In Section 10-2 we used the paired pizza/subway fare costs from the Chapter Problem to find that \(r = 0.988\). Find the coefficient of determination. Also, find the percentage of the total variation in \(y\) (subway fare) that can be explained by the linear relationship between the cost of a slice of pizza and the cost of a subway fare.

**continued**
The coefficient of determination is \( r^2 = 0.988^2 = 0.976 \).
Because \( r^2 \) is the proportion of total variation that is explained, we conclude that 97.6\% of the total variation in subway fares can be explained by the cost of a slice of pizza. This means that 2.4\% of the total variation in cost of subway fares can be explained by factors other than the cost of a slice of pizza. But remember that these results are estimates based on the given sample data. Other sample data will likely result in different estimates.

**Prediction Intervals**

In Section 10-3 we used the sample data from Table 10-1 to find the regression equation \( \hat{y} = 0.0346 + 0.945x \), where \( \hat{y} \) represents the predicted cost of a subway fare and \( x \) represents the cost of a slice of pizza. We then used that equation to predict the cost of a subway fare, given that the cost of a slice of pizza is \( x = $2.25 \), and we found that the best predicted cost of a subway fare is \( $2.16 \). (See Example 4 in Section 10-3.) Because the predicted cost of a subway fare of \( $2.16 \) is a single value, it is referred to as a *point estimate*. In Chapter 7 we saw that point estimates have the serious disadvantage of not giving us any information about how accurate they might be. Here, we know that \( $2.16 \) is the best predicted value, but we don’t know anything about the accuracy of that value. In Chapter 7 we developed confidence interval estimates to overcome that disadvantage, and in this section we follow the same approach. We will use a *prediction interval*.

**Definition**

A *prediction interval* is an interval estimate of a predicted value of \( y \).

An interval estimate of a *parameter* (such as the mean of all subway fares) is referred to as a *confidence interval*, but an interval estimate of a *variable* (such as the predicted subway fare) is called a *prediction interval*.

The development of a prediction interval requires a measure of the spread of sample points about the regression line. Recall that the unexplained deviation (or residual) is the vertical distance between a sample point and the regression line, as illustrated in Figure 10-7. The *standard error of estimate* is a collective measure of the spread of the sample points about the regression line, and it is formally defined as follows.

**Definition**

The *standard error of estimate*, denoted by \( s_e \), is a measure of the differences (or distances) between the observed sample \( y \)-values and the predicted values \( \hat{y} \) that are obtained using the regression equation. It is given as

\[
 s_e = \sqrt{\frac{\sum (y - \hat{y})^2}{n - 2}} \quad \text{(where \( \hat{y} \) is the predicted \( y \)-value)}
\]

or as the following equivalent formula:

**Formula 10-6**

\[
 s_e = \sqrt{\frac{\sum y^2 - b_0 \sum y - b_1 \sum xy}{n - 2}}
\]

STATDISK, Minitab, Excel, and the TI-83/84 Plus calculator are all designed to automatically compute the value of \( s_e \). (See “Using Technology” at the end of this section.)
The development of the standard error of estimate \( s_e \) closely parallels that of the ordinary standard deviation introduced in Section 3-3. Just as the standard deviation is a measure of how values deviate from their mean, the standard error of estimate \( s_e \) is a measure of how sample data points deviate from their regression line. The reasoning behind dividing by \( n - 2 \) is similar to the reasoning that led to division by \( n - 1 \) for the ordinary standard deviation. It is important to note that relatively smaller values of \( s_e \) reflect points that stay close to the regression line, and relatively larger values occur with points farther away from the regression line.

Formula 10-6 is algebraically equivalent to the other equation in the definition, but Formula 10-6 is generally easier to work with because it doesn’t require that we compute each of the predicted values \( \hat{y} \) by substitution in the regression equation. However, Formula 10-6 does require that we find the \( y \)-intercept \( b_0 \) and the slope \( b_1 \) of the estimated regression line.

**Example 2: Pizza/Subway Fare Costs: Finding \( s_e \)**

Use Formula 10-6 to find the standard error of estimate \( s_e \) for the paired pizza/subway fare data listed in Table 10-1 in the Chapter Problem.

**Solution**

Using the sample data in Table 10-1, we find these values:

\[ n = 6 \quad \sum y^2 = 9.2175 \quad \sum y = 6.35 \quad \sum xy = 9.4575 \]

In Section 10-3 we used the pizza/subway fare sample data to find the \( y \)-intercept and the slope of the regression line. Those values are given here with extra decimal places for greater precision.

\[ b_0 = 0.034560171 \quad b_1 = 0.94502138 \]

We can now use these values in Formula 10-6 to find the standard error of estimate \( s_e \).

\[
\begin{align*}
\hat{s}_e &= \sqrt{\frac{\sum y^2 - b_0 \sum y - b_1 \sum xy}{n - 2}} \\
&= \sqrt{\frac{9.2175 - (0.034560171)(6.35) - (0.94502138)(9.4575)}{6 - 2}} \\
&= \sqrt{\frac{6}{0.12298700}} \\
&= 0.123 \quad \text{(rounded)}
\end{align*}
\]

We can measure the spread of the sample points about the regression line with the standard error of estimate \( s_e = 0.123 \). The standard error of estimate \( s_e \) can be used to construct interval estimates that will help us see if our point estimates of \( y \) are dependable. Assume that for each fixed value of \( x \), the corresponding sample values of \( y \) are normally distributed about the regression line, and those normal distributions have the same variance. The following interval estimate applies to an individual \( y \)-value. (For a confidence interval used to predict the mean of all \( y \)-values for some given \( x \)-value, see Exercise 26.)

**Prediction Interval for an Individual \( y \)**

Given the fixed value \( x_0 \), the prediction interval for an individual \( y \) is

\[
\hat{y} - E < y < \hat{y} + E
\]
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where the margin of error \( E \) is

\[
E = t_{\alpha/2} \sqrt{1 + \frac{1}{n} + \frac{n(x_0 - \bar{x})^2}{n(\Sigma x^2) - (\Sigma x)^2}}
\]

and \( x_0 \) represents the given value of \( x \), \( t_{\alpha/2} \) has \( n - 2 \) degrees of freedom, and \( \epsilon \) is found from Formula 10-6.

**SC Example 3**  
Pizza/Subway Fare Costs: Finding a Prediction Interval  
For the paired pizza/subway fare costs from the Chapter Problem, we have found that for a pizza cost of $2.25, the best predicted cost of a subway fare is $2.16. Construct a 95% prediction interval for the cost of a subway fare, given that a slice of pizza costs $2.25 (so that \( x = 2.25 \)).

**Solution**

From Section 10-2 we know that \( r = 0.988 \), so that there is sufficient evidence to support a claim of a linear correlation (at the 0.05 significance level), and the regression equation is \( \hat{y} = 0.0346 + 0.945x \). In Example 2 we found that \( \hat{\sigma} = 0.12298700 \). We obtain the following statistics from the pizza/subway fare data in Table 10-1:

\[
\begin{align*}
  n &= 6 \\
  \bar{x} &= 1.0833333 \\
  \Sigma x &= 6.50 \\
  \Sigma x^2 &= 9.77
\end{align*}
\]

From Table A-3 we find (based on \( n - 2 = 4 \) degrees of freedom with \( \alpha = 0.05 \) in two tails). We first calculate the margin of error \( E \) by letting \( x_0 = 2.25 \) (because we want the prediction interval of the subway fare given that the pizza cost is \( x = 2.25 \)).

\[
E = t_{\alpha/2} \hat{\sigma} \sqrt{1 + \frac{1}{n} + \frac{n(x_0 - \bar{x})^2}{n(\Sigma x^2) - (\Sigma x)^2}}
\]

\[
= (2.776)(0.12298700) \sqrt{1 + \frac{1}{6} + \frac{6(2.25 - 1.0833333)^2}{6(9.77) - (6.50)^2}}
\]

\[
= (2.776)(0.12298700)(1.2905606) = 0.441 \quad \text{(rounded)}
\]

With \( \hat{y} = 2.16 \) and \( E = 0.441 \), we get the prediction interval as follows:

\[
\hat{y} - E < y < \hat{y} + E
\]

\[
2.16 - 0.441 < y < 2.16 + 0.441
\]

\[
1.72 < y < 2.60
\]

**Interpretation**

If the cost of a slice of pizza is $2.25, we have 95% confidence that the cost of a subway fare is between $1.72 and $2.60. That’s a fairly large range of possible values, and one major factor contributing to the large range is that the sample size is very small with \( n = 6 \).

Minitab can be used to find the prediction interval limits. If Minitab is used here, it will provide the result of (1.7202, 2.6015) below the heading “95.0% P.I.” This corresponds to the same prediction interval found above.

In addition to knowing that if a slice of pizza costs $2.25, the predicted cost of a subway fare is $2.16, we now have a sense of the reliability of that estimate. The 95% prediction interval found in this example shows that the actual cost of a subway fare can vary substantially from the predicted value of $2.16.
10-4 Variation and Prediction Intervals

**STATDISK** Enter the paired data in columns of the STATDISK Data Window, select Analysis from the main menu bar, then select Correlation and Regression. Enter a value for the significance level (such as 0.05) and select the two columns of data to be used. Click on Evaluate. The STATDISK display will include the linear correlation coefficient \( r \), the coefficient of determination, the regression equation, the value of the standard error of estimate \( s_e \), the total variation, the explained variation, and the unexplained variation.

**MINITAB** Minitab can be used to find the regression equation, the standard error of estimate \( s_e \), the value of the coefficient of determination (labeled R-square), and the limits of a prediction interval. Enter the

**EXCEL** Excel can be used to find the regression equation, the standard error of estimate \( s_e \), and the coefficient of determination (labeled R square). First enter the paired data in columns A and B.

Use Excel’s Data Analysis add-in. If using Excel 2010 or Excel 2007, click on Data, then click on Data Analysis; if using Excel 2003, click on Tools, then click on Data Analysis. Select Regression, and then click OK. Enter the range for the y values, such as B1:B6. Enter the range for the x values, such as A1:A6. Click OK.

The Data Desk XL add-in can also be used by selecting Regression, then Simple Regression.

**TI-83/84 PLUS** The TI-83/84 Plus calculator can be used to find the linear correlation coefficient \( r \), the equation of the regression line, the standard error of estimate \( s_e \), and the coefficient of determination (labeled \( r^2 \)). Enter the paired data in lists L1 and L2, then press STAT and select TESTS, and then choose the option LinRegTTest. For Xlist enter L1, for Ylist enter L2, use a Freq (frequency) value of 1, and select \( \neq 0 \). Scroll down to Calculate, then press the ENTER key.

**10-4 Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. **\( s_e \) Notation** Assume that you have paired values consisting of heights (in inches) and weights (in lb) from 40 randomly selected men (as in Data Set 1 in Appendix B), and that you plan to use a height of 70 in. to predict weight. In your own words, describe what \( s_e \) represents.

2. **Prediction Interval** Using the heights and weights described in Exercise 1, a height of 70 in. is used to find that the predicted weight is 180 lb. In your own words, describe a prediction interval in this situation.

3. **Prediction Interval** Using the heights and weights described in Exercise 1, a height of 70 in. is used to find that the predicted weight is 180 lb. What is the major advantage of using a prediction interval instead of the predicted weight of 180 lb? Why is the terminology of prediction interval used instead of confidence interval?

4. **Coefficient of Determination** Using the heights and weights described in Exercise 1, the linear correlation coefficient \( r \) is 0.522. Find the value of the coefficient of determination. What practical information does the coefficient of determination provide?

**Interpreting the Coefficient of Determination.** In Exercises 5–8, use the value of the linear correlation coefficient \( r \) to find the coefficient of determination and the percentage of the total variation that can be explained by the linear relationship between the two variables from the Appendix B data sets.

5. \( r = 0.873 \) (\( x = \) tar in menthol cigarettes, \( y = \) nicotine in menthol cigarettes)

6. \( r = 0.744 \) (\( x = \) movie budget, \( y = \) movie gross)

7. \( r = -0.865 \) (\( x = \) car weight, \( y = \) city fuel consumption in mi/gal)

8. \( r = -0.488 \) (\( x = \) age of home, \( y = \) home selling price)

**Interpreting a Computer Display.** In Exercises 9–12, refer to the Minitab display obtained by using the paired data consisting of weights (in lb) of 32 cars and their...
highway fuel consumption amounts (in mi/gal), as listed in Data Set 16 in Appendix B. Along with the paired sample data, Minitab was also given a car weight of 4000 lb to be used for predicting the highway fuel consumption amount.

**MINITAB**

The regression equation is

\[
\text{Highway} = 50.5 - 0.005897 \times \text{Weight}
\]

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coef</th>
<th>SE Coef</th>
<th>T</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>50.50</td>
<td>2.960</td>
<td>17.66</td>
<td>0.000</td>
</tr>
<tr>
<td>Weight</td>
<td>-0.005897</td>
<td>0.0007859</td>
<td>-7.47</td>
<td>0.000</td>
</tr>
</tbody>
</table>

\[ S = 2.19498 \quad R-Sq = 69.94 \% \quad R-Sq(adj) = 69.94 \% \]

**Predicted Values for New Observations**

<table>
<thead>
<tr>
<th>New Obs</th>
<th>Fit</th>
<th>SE Fit</th>
<th>95% CI</th>
<th>95% PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27.028</td>
<td>0.497</td>
<td>(26.013, 28.042)</td>
<td>(22.431, 31.624)</td>
</tr>
</tbody>
</table>

**Values of Predictors for New Observations**

<table>
<thead>
<tr>
<th>New Obs</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4000</td>
</tr>
</tbody>
</table>

**9. Testing for Correlation** Use the information provided in the display to determine the value of the linear correlation coefficient. (Caution: Be careful to correctly identify the sign of the correlation coefficient.) Given that there are 32 pairs of data, is there sufficient evidence to support a claim of a linear correlation between the weights of cars and their highway fuel consumption amounts?

**10. Identifying Total Variation** What percentage of the total variation in highway fuel consumption can be explained by the linear correlation between weight and highway fuel consumption?

**11. Predicting Highway Fuel Consumption** If a car weighs 4000 lb, what is the single value that is the best predicted amount of highway fuel consumption? (Assume that there is a linear correlation between weight and highway fuel consumption.)

**12. Finding Prediction Interval** For a car weighing 4000 lb, identify the 95% prediction interval estimate of the amount of highway fuel consumption, and write a statement interpreting that interval.

**Finding Measures of Variation. In Exercises 13–16, find the (a) explained variation, (b) unexplained variation, (c) total variation, (d) coefficient of determination, and (e) standard error of estimate s_e. In each case, there is sufficient evidence to support a claim of a linear correlation so that it is reasonable to use the regression equation when making predictions. (Results from these exercises are used in Exercises 17–20.)**

**13. CPI and Pizza** The Consumer Price Index (CPI) and the cost of a slice of pizza from Table 10-1 in the Chapter Problem are listed below.

<table>
<thead>
<tr>
<th>CPI</th>
<th>30.2</th>
<th>48.3</th>
<th>112.3</th>
<th>162.2</th>
<th>191.9</th>
<th>197.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of Pizza</td>
<td>0.15</td>
<td>0.35</td>
<td>1.00</td>
<td>1.25</td>
<td>1.75</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**14. CPI and Subway Fare** The Consumer Price Index (CPI) and the cost of subway fare from Table 10-1 in the Chapter Problem are listed below.

<table>
<thead>
<tr>
<th>CPI</th>
<th>30.2</th>
<th>48.3</th>
<th>112.3</th>
<th>162.2</th>
<th>191.9</th>
<th>197.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway Fare</td>
<td>0.15</td>
<td>0.35</td>
<td>1.00</td>
<td>1.35</td>
<td>1.50</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**15. Measuring Seals from Photos** Listed below are the overhead widths (in cm) of seals measured from photographs and the weights of the seals (in kg). (The data are based on “Mass Estimation of Weddell Seals Using Techniques of Photogrammetry,” by R. Garrott of Montana State University.)

<table>
<thead>
<tr>
<th>Overhead Width</th>
<th>7.2</th>
<th>7.4</th>
<th>9.8</th>
<th>9.4</th>
<th>8.8</th>
<th>8.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>116</td>
<td>154</td>
<td>245</td>
<td>202</td>
<td>200</td>
<td>191</td>
</tr>
</tbody>
</table>
16. Global Warming Listed below are concentrations (in parts per million) of CO₂ and temperatures (in °C) for different years (based on data from the Earth Policy Institute).

<table>
<thead>
<tr>
<th>CO₂</th>
<th>314</th>
<th>317</th>
<th>320</th>
<th>326</th>
<th>331</th>
<th>339</th>
<th>346</th>
<th>354</th>
<th>361</th>
<th>369</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temp.</td>
<td>13.9</td>
<td>14.0</td>
<td>13.9</td>
<td>14.1</td>
<td>14.0</td>
<td>14.3</td>
<td>14.1</td>
<td>14.5</td>
<td>14.5</td>
<td>14.4</td>
</tr>
</tbody>
</table>

17. Effect of Variation on Prediction Interval Refer to the data given in Exercise 13.
   a. Find the predicted cost of a slice of pizza for the year 2001, when the CPI was 187.1.
   b. Find a 95% prediction interval estimate of the cost of a slice of pizza when the CPI was 187.1.

   a. Find the predicted cost of subway fare for the year 2001, when the CPI was 187.1.
   b. Find a 95% prediction interval estimate of the cost of subway fare when the CPI was 187.1.

19. Finding Predicted Value and Prediction Interval Refer to the data given in Exercise 15.
   a. Find the predicted weight (in kg) of a seal given that the width from an overhead photograph is 9.0 cm.
   b. Find a 95% prediction interval estimate of the weight (in kilograms) of a seal given that the width from an overhead photograph is 9.0 cm.

20. Finding Predicted Value and Prediction Interval Refer to the data described in Exercise 16.
   a. Find the predicted temperature (in °C) when the CO₂ concentration is 370.9 parts per million.
   b. Find a 99% prediction interval estimate of the temperature (in °C) when the CO₂ concentration is 370.9 parts per million.

Finding a Prediction Interval. In Exercises 21–24, refer to the pizza/subway sample data from the Chapter Problem. Let x represent the cost of a slice of pizza and let y represent the corresponding subway fare. Use the given pizza cost and the given confidence level to construct a prediction interval estimate of the subway fare. (See Example 3 in this section.)

21. Cost of a slice of pizza: $2.10; 99% confidence
22. Cost of a slice of pizza: $2.10; 90% confidence
23. Cost of a slice of pizza: $0.50; 95% confidence
24. Cost of a slice of pizza: $0.75; 99% confidence

10-4 Beyond the Basics

25. Confidence Intervals for \( \beta_0 \) and \( \beta_1 \) Confidence intervals for the y-intercept \( \beta_0 \) and slope \( \beta_1 \) for a regression line \( y = \beta_0 + \beta_1 x \) can be found by evaluating the limits in the intervals below.

\[
b_0 - E < \beta_0 < b_0 + E
\]

where

\[
E = t_{n/2} \cdot \sqrt{ \frac{1}{n} + \frac{\bar{x}^2}{\sum x^2 - \frac{(\sum x)^2}{n}} }
\]

continued
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Predictors for Success in College

When a college accepts a new student, it would like to have some positive indication that the student will be successful in his or her studies. College admissions deans consider SAT scores, standard achievement tests, rank in class, difficulty of high school courses, high school grades, and extracurricular activities. In a study of characteristics that make good predictors of success in college, it was found that class rank and scores on standard achievement tests are better predictors than SAT scores. A multiple regression equation with college grade-point average predicted by class rank and achievement test score was not improved by including another variable for SAT score. This particular study suggests that SAT scores should not be included among the admissions criteria, but supporters argue that SAT scores are useful for comparing students from different geographic locations and high school backgrounds.

Key Concept

The preceding sections of this chapter apply to a linear correlation between two variables. In this section we present a method for analyzing a linear relationship with more than two variables. We focus on three key elements: (1) the multiple regression equation, (2) the value of adjusted $R^2$, and (3) the $P$-value. Because of the complex nature of the necessary calculations, manual calculations are impractical and a threat to mental health, so in this section we emphasize the use and interpretation of results from statistical software or a TI-83/84 Plus calculator.

Part 1: Basic Concepts of a Multiple Regression Equation

As in the preceding sections of this chapter, we will consider linear relationships only. The following multiple regression equation describes linear relationships involving more than two variables.

A multiple regression equation expresses a linear relationship between a response variable $y$ and two or more predictor variables $(x_1, x_2, \ldots, x_k)$. The general form of a multiple regression equation obtained from sample data is

$$\hat{y} = b_0 + b_1x_1 + b_2x_2 + \cdots + b_kx_k.$$
Finding a Multiple Regression Equation

**Objective**
Use sample data to find a multiple regression equation that is useful for predicting values of the response variable \( y \).

**Notation**

- \( \hat{y} = b_0 + b_1 x_1 + b_2 x_2 + \cdots + b_k x_k \) (General form of the multiple regression equation)
- \( n \) = sample size
- \( k \) = number of predictor variables. (The predictor variables are also called independent variables or \( x \) variables.)
- \( \hat{y} \) = predicted value of \( y \) (computed using the multiple regression equation)
- \( x_1, x_2, \ldots, x_k \) are the predictor variables
- \( \beta_0, \beta_1, \beta_2, \ldots, \beta_k \) are the parameters for the multiple regression equation
- \( y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_k x_k \) found from the population of data.
- \( b_0, b_1, b_2, \ldots, b_k \) are the sample estimates of the parameters \( \beta_0, \beta_1, \beta_2, \ldots, \beta_k \).

**Requirements**
For any specific set of \( x \) values, the regression equation is associated with a random error often denoted by \( e \). We assume that such errors are normally distributed with a mean of 0 and a standard deviation of \( \sigma \), and that the random errors are independent. These assumptions are difficult to check. We assume throughout this section that the necessary requirements are satisfied.

**Procedure for Finding a Multiple Regression Equation**
Manual calculations are not practical, so computer software such as STATDISK, Minitab, Excel, or a TI-83/84 Plus calculator must be used. (See the specific procedures at the end of this section.)

Because we use computer software or a calculator to find multiple regression equations, we ignore the actual calculations and focus instead on interpreting computer displays.

**Example 1**
Heights of Mothers, Fathers, and Daughters
Table 10-6 on the next page includes a random sample of heights of mothers, fathers, and their daughters (based on data from the National Health and Nutrition Examination). Find the multiple regression equation in which the response (\( y \)) variable is the height of a daughter and the predictor (\( x \)) variables are the height of the mother and height of the father.

**Solution**
Using Minitab, we obtain the results shown in the display.
From the display, we see that the multiple regression equation is

$$\hat{y} = 7.5 + 0.707x_1 + 0.164x_2$$

where \(\hat{y}\) is the predicted height of a daughter, \(x_1\) is the height of the mother, and \(x_2\) is the height of the father.

If a multiple regression equation fits the sample data well, it can be used for predictions. For example, if we determine that the multiple regression equation in Example 1 is suitable for predictions, and if we have a mother 63 in. tall and a father 69 in. tall, we can predict the height of the daughter by substituting those values into the regression equation to get a predicted height of 63.4 in. for their daughter.

### R² and Adjusted R²

\(R^2\) denotes the multiple coefficient of determination, which is a measure of how well the multiple regression equation fits the sample data. A perfect fit would result in \(R^2 = 1\), and a very good fit results in a value near 1. A very poor fit results in a value of \(R^2\) close to 0. The value of \(R^2\) in the Minitab display for Example 1 indicates that 67.5% of the variation in heights of daughters can be explained by the heights of the mothers and fathers. However, the multiple coefficient of determination \(R^2\) has a serious flaw: As more variables are included, \(R^2\) increases. \((R^2 \text{ could remain the same, but it usually increases.})\) The largest \(R^2\) is obtained by simply including all of the available variables, but the best multiple regression equation does not necessarily use all of the available variables. Because of that flaw, comparison of different multiple regression equations is better accomplished with the adjusted coefficient of determination, which is \(R^2\) adjusted for the number of variables and the sample size.

### Definition

The adjusted coefficient of determination is the multiple coefficient of determination \(R^2\) modified to account for the number of variables and the sample size. (It is calculated by using Formula 10-7.)

#### Formula 10-7

\[
\text{adjusted } R^2 = 1 - \frac{(n - 1)}{[n - (k + 1)](1 - R^2)}
\]

where

- \(n\) = sample size
- \(k\) = number of predictor (x) variables

The preceding Minitab display for the data shows the adjusted coefficient of determination as R-sq(adj) = 63.7%. If we use Formula 10-7 with the \(R^2\) value of 0.675, \(n = 20\) and \(k = 2\), we find that the adjusted \(R^2\) value is 0.637, confirming Minitab’s displayed value of 63.7%. When we compare this multiple regression equation to others, it is better to use the adjusted \(R^2\) of 63.7% (or 0.637).

### P-Value

The \(P\)-value is a measure of the overall significance of the multiple regression equation. The displayed Minitab \(P\)-value of 0.000 (rounded to three decimal places) is small, indicating that the multiple regression equation has good overall significance.
and is usable for predictions. That is, it makes sense to predict heights of daughters based on heights of mothers and fathers. Like the adjusted $R^2$, this $P$-value is a good measure of how well the equation fits the sample data. The value of 0.000 results from a test of the null hypothesis that $\beta_1 = \beta_2 = 0$. Rejection of $\beta_1 = \beta_2 = 0$ implies that at least one of $\beta_1$ and $\beta_2$ is not 0, indicating that this regression equation is effective in predicting heights of daughters. A complete analysis of the Minitab results might include other important elements, such as the significance of the individual coefficients, but we will limit our discussion to the three key components—multiple regression equation, adjusted $R^2$, and $P$-value.

**Finding the Best Multiple Regression Equation**

When trying to find the best multiple regression equation, we should not necessarily include all of the available predictor variables. Finding the best multiple regression equation requires a good dose of judgment, and there is no exact and automatic procedure that can be used to find the best multiple regression equation. Determination of the best multiple regression equation is often quite difficult, and is beyond the scope of this book, but the following guidelines should provide some help.

**Guidelines for Finding the Best Multiple Regression Equation**

1. **Use common sense and practical considerations to include or exclude variables.** For example, when trying to find a good multiple regression equation for predicting the height of a daughter, we should exclude the height of the physician who delivered the daughter, because that height is obviously irrelevant.

2. **Consider the $P$-value.** Select an equation having overall significance, as determined by the $P$-value found in the computer display.

3. **Consider equations with high values of adjusted $R^2$, and try to include only a few variables.** Instead of including almost every available variable, try to include relatively few predictor ($x$) variables. Use these guidelines:
   - Select an equation having a value of adjusted $R^2$ with this property: If an additional predictor variable is included, the value of adjusted $R^2$ does not increase by a substantial amount.
   - For a particular number of predictor ($x$) variables, select the equation with the largest value of adjusted $R^2$.
   - In excluding predictor ($x$) variables that don’t have much of an effect on the response ($y$) variable, it might be helpful to find the linear correlation coefficient $r$ for each pair of variables being considered. If two predictor values have a very high linear correlation coefficient, there is no need to include them both, and we should exclude the variable with the lower value of $r$.

**Making Music with Multiple Regression**

Sony manufactures millions of compact discs in Terre Haute, Indiana. At one step in the manufacturing process, a laser exposes a photographic plate so that a musical signal is transferred into a digital signal coded with 0s and 1s. This process was statistically analyzed to identify the effects of different variables, such as the length of exposure and the thickness of the photographic emulsion. Methods of multiple regression showed that among all of the variables considered, four were most significant. The photographic process was adjusted for optimal results based on these critical variables. As a result, the percentage of defective discs dropped and the tone quality was maintained. The use of multiple regression methods led to lower production costs and better control of the manufacturing process.

**Example 2**

**Predicting Household Size from Discarded Garbage**

Data Set 22 in Appendix B includes the household size (number of people) and the individual weights of discarded metal, paper, plastic, glass, food, yard waste, textile materials, weights of all other items, and the total discarded weight obtained from 62 households. An objective of the study was to determine whether population counts could be made by measuring the discarded garbage. Considering some or all of the predictor variables, find the multiple regression equation that is best for predicting household size. Is the best multiple regression equation a good equation for predicting household size?

**continued**
NBA Salaries and Performance

Researcher Matthew Weeks investigated the correlation between NBA salaries and basketball game statistics. In addition to salary (S), he considered minutes played (M), assists (A), rebounds (R), and points scored (P), and he used data from 30 players. The multiple regression equation is

\[ S = -0.716 - 0.0756M - 0.425A + 0.0536R + 0.742P \]

with \( R^2 = 0.458 \). Because of a high correlation between minutes played (M) and points scored (P), it seems that points scored had a higher correlation with salary, the variable of minutes played was removed from the multiple regression equation. Also, the variables of assists (A) and rebounds (R) were not found to be significant, so they were removed as well. The single variable of points scored appeared to be the best choice for predicting NBA salaries, but the predictions were found to be not very accurate because of other variables not considered, such as popularity of the player.

The preceding guidelines for finding the best multiple regression equation are based on the adjusted \( R^2 \) and the \( P \)-value, but we could also conduct individual hypothesis tests based on values of the regression coefficients. Consider the regression coefficient of \( \beta_1 \). A test of the null hypothesis \( \beta_1 = 0 \) can tell us whether the corresponding predictor variable should be included in the regression equation. Rejection of \( \beta_1 = 0 \) suggests that \( \beta_1 \) has a nonzero value and is therefore helpful for predicting the value of the response variable. Procedures for such tests are described in Exercise 17.

Table 10-7 Searching for the Best Multiple Regression Equation

<table>
<thead>
<tr>
<th>Predictor Variables</th>
<th>Adjusted ( R^2 )</th>
<th>( P )-Value</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yard</td>
<td>0.005</td>
<td>0.256</td>
<td>Not best: ( P )-value is too high.</td>
</tr>
<tr>
<td>Plastic and Glass and Metal and Other</td>
<td>0.672</td>
<td>0.000</td>
<td>Best: Highest adjusted ( R^2 ) and lowest ( P )-value.</td>
</tr>
<tr>
<td>Plastic</td>
<td>0.556</td>
<td>0.000</td>
<td>Best if using only one predictor variable.</td>
</tr>
<tr>
<td>Plastic and Food</td>
<td>0.551</td>
<td>0.000</td>
<td>Not best: The adjusted ( R^2 ) value is not highest.</td>
</tr>
</tbody>
</table>

Part 2: Dummy Variables and Logistic Regression

In this section, all variables have been continuous in nature. The height of a daughter can be any value over a continuous range of heights, so it is a good example of a continuous variable. However, many applications involve a dichotomous variable, which is a variable with only two possible discrete values (such as male/female or dead/alive or cured/not cured). A common procedure is to represent the two possible discrete values by 0 and 1, where 0 represents a “failure” (such as death) and 1 represents a success. A dichotomous variable with the two possible values of 0 and 1 is called a dummy variable.

Procedures of analysis differ dramatically, depending on whether the dummy variable is a predictor (\( x \)) variable or the response (\( y \)) variable. If we include a dummy variable as another predictor (\( x \)) variable, we can use the methods of this section, as illustrated in Example 3.
Table 10-8  Heights (in inches) of Mothers, Fathers, and their Children

<table>
<thead>
<tr>
<th>Height of Mother</th>
<th>Height of Father</th>
<th>Sex of Child</th>
<th>Height of Child</th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td>70</td>
<td>M</td>
<td>62.5</td>
</tr>
<tr>
<td>66</td>
<td>64</td>
<td>M</td>
<td>69.1</td>
</tr>
<tr>
<td>64</td>
<td>68</td>
<td>M</td>
<td>67.1</td>
</tr>
<tr>
<td>66</td>
<td>74</td>
<td>M</td>
<td>71.1</td>
</tr>
<tr>
<td>64</td>
<td>62</td>
<td>M</td>
<td>67.4</td>
</tr>
<tr>
<td>64</td>
<td>67</td>
<td>M</td>
<td>64.9</td>
</tr>
<tr>
<td>62</td>
<td>72</td>
<td>M</td>
<td>66.5</td>
</tr>
<tr>
<td>62</td>
<td>72</td>
<td>M</td>
<td>66.5</td>
</tr>
<tr>
<td>63</td>
<td>71</td>
<td>M</td>
<td>67.5</td>
</tr>
<tr>
<td>65</td>
<td>71</td>
<td>M</td>
<td>71.9</td>
</tr>
<tr>
<td>63</td>
<td>64</td>
<td>F</td>
<td>58.6</td>
</tr>
<tr>
<td>64</td>
<td>67</td>
<td>F</td>
<td>65.3</td>
</tr>
<tr>
<td>65</td>
<td>72</td>
<td>F</td>
<td>65.4</td>
</tr>
<tr>
<td>59</td>
<td>67</td>
<td>F</td>
<td>60.9</td>
</tr>
<tr>
<td>58</td>
<td>66</td>
<td>F</td>
<td>60.0</td>
</tr>
<tr>
<td>63</td>
<td>69</td>
<td>F</td>
<td>62.2</td>
</tr>
<tr>
<td>62</td>
<td>69</td>
<td>F</td>
<td>63.4</td>
</tr>
<tr>
<td>63</td>
<td>66</td>
<td>F</td>
<td>62.2</td>
</tr>
<tr>
<td>63</td>
<td>69</td>
<td>F</td>
<td>59.6</td>
</tr>
<tr>
<td>60</td>
<td>66</td>
<td>F</td>
<td>64.0</td>
</tr>
</tbody>
</table>

Using a Dummy Variable

Use the data in Table 10-8 and, for a predictor variable, use the dummy variable of sex (coded as 0 = female, 1 = male). (The data in Table 10-8 are based on data from the National Health and Nutrition Examination.) Given that a mother is 63 in. tall and a father is 69 in. tall, find the multiple regression equation and use it to predict the height of (a) a daughter and (b) a son.

Using the methods of this section and computer software, we get this regression equation:

\[
\text{Height of Child} = 25.6 + 0.377(\text{Height of Mother}) + 0.195(\text{Height of Father}) + 4.15(\text{Sex})
\]

where the value of the dummy variable is 0 for a daughter and 1 for a son.

a. To find the predicted height of a daughter, we substitute 0 for the sex variable, and we also substitute 63 in. for the mother’s height and 69 in. for the father’s height. The result is a predicted height of 62.8 in. for a daughter.

b. To find the predicted height of a son, we substitute 1 for the sex variable, and we also substitute 63 in. for the mother’s height and 69 in. for the father’s height. The result is a predicted height of 67.0 in. for a son.

The coefficient of 4.15 in the regression equation shows that when given the height of a mother and the height of a father, a son will have a predicted height that is 4.15 in. more than the height of a daughter.

Icing the Kicker

Just as a kicker in football is about to attempt a field goal, it is a common strategy for the opposing coach to call a time-out to “ice” the kicker. The theory is that the kicker has time to think and become nervous and less confident, but does the practice actually work? In “The Cold-Foot Effect” by Scott M. Berry in Chance magazine, the author wrote about his statistical analysis of results from two NFL seasons. He uses a logistic regression model with variables such as wind, clouds, precipitation, temperature, the pressure of making the kick, and whether a time-out was called prior to the kick. He writes that “the conclusion from the model is that icing the kicker works—it is likely icing the kicker reduces the probability of a successful kick.”
Logistic Regression In Example 3, we could use the methods of this section because the dummy variable of sex is a predictor variable. If the dummy variable is the response \( (y) \) variable, we cannot use the methods of this section, and we should use a different method known as logistic regression. Example 4 illustrates the method of logistic regression.

Let a sample data set consist of the heights, weights, waist sizes, and pulse rates of women and men as listed in Data Set 1 in Appendix B. Let the response \( y \) variable represent gender (0 = female, 1 = male). Using the 80 values of \( y \) and the combined list of corresponding heights, weights, waist sizes, and pulse rates, we can use logistic regression to obtain this model:

\[
\ln \left( \frac{p}{1 - p} \right) = -41.8193 + 0.679195(HT) - 0.0106791(WT) + 0.0375373(WAIST) - 0.0606805(PULSE)
\]

In the above expression, \( p \) represents a probability. A value of \( p = 0 \) indicates that the person is a female and \( p = 1 \) indicates a male. A value of \( p = 0.2 \) shows that there is a 0.2 probability of the person being a male, so it follows that there is a 0.8 chance that the person is a female. If we use the above model and substitute a height of 72 in., a weight of 200 lb, a waist circumference of 90 cm, and a pulse rate of 85 beats per minute, we can solve for \( p \) to get \( p = 0.960 \), indicating that such a large person is very likely to be a male. In contrast, a small person with a height of 60 in., a weight of 90 lb, a waist size of 68 cm, and a pulse rate of 85 beats per minute results in a value of \( p = 0.00962 \), indicating that such a small person is very likely to be a female.

This book does not include detailed procedures for using logistic regression, but several books are devoted to this topic, and several other textbooks include detailed information about this method.

When we discussed regression in Section 10-3, we listed four common errors that should be avoided when using regression equations to make predictions. These same errors should be avoided when using multiple regression equations. Be especially careful about concluding that a cause–effect association exists.

**STATDISK** First enter the sample data in columns of the STATDISK Data Window. Select Analysis, then Multiple Regression. Select the columns to be included and also identify the column corresponding to the dependent (predictor) \( y \) variable. Click on Evaluate and you will get the multiple regression equation along with other items, including the multiple coefficient of determination \( R^2 \), the adjusted \( R^2 \), and the \( P \)-value.

**MINITAB** First enter the values in different columns. To avoid confusion among the different variables, enter a name for each variable in the box atop its column of data. Select the main menu item Stat, then select Regression, then Regression once again. In the dialog box, enter the variable to be used for the response \( (y) \) variable, and enter the variables you want included as predictor variables. Click OK. The display will include the multiple regression equation, along with other items, including the multiple coefficient of determination \( R^2 \), the adjusted \( R^2 \), and the \( P \)-value.

**EXCEL** First enter the sample data in columns. Use Excel’s Data Analysis add-in. If using Excel 2010 or Excel 2007, click on...
10-5 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Notation In multiple regression equations, what do \( b_1 \) and \( \beta_1 \) denote? How do they differ?

2. Adjusted Coefficient of Determination

a. When comparing different multiple regression equations for predicting the selling price of a 1960 Corvette, why is the adjusted \( R^2 \) a better measure than \( R^2 \)?

b. When using the sample data in Table 10-6, the single predictor variable of the mother’s height results in an adjusted \( R^2 \) value of 0.623, and the two predictor variables (mother’s height and father’s height) result in an adjusted \( R^2 \) value of 0.637. Given that the use of the two predictor variables results in the larger value of adjusted \( R^2 \), why is the regression equation with the single predictor variable better?

3. Predicting Eye Color A geneticist wants to develop a method for predicting the eye color of a baby, given the eye color of each parent. Can the methods of this section be used? Why or why not?

4. Response and Predictor Variables The regression equation \( \hat{y} = -3528 + 1.02x_1 - 1.94x_2 \) is obtained using sample data consisting of home selling prices (based on Data Set 23 in Appendix B). In that equation, \( \hat{y} \) represents the predicted selling price, \( x_1 \) represents the list price, and \( x_2 \) represents the annual tax amount. Identify the response variables and predictor variables. In general, how do a response variable and a predictor variable differ?
Interpreting a Computer Display. In Exercises 5–8, refer to the Minitab display and answer the given questions or identify the indicated items. The Minitab display is based on the measured amounts of tar, carbon monoxide (CO), and nicotine in a sample of 25 king size cigarettes listed in Data Set 4 in Appendix B.

**MINITAB**

The regression equation is

\[ \text{Nicotine} = 1.59 + 0.0231 \text{ Tar} - 0.0525 \text{ CO} \]

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coef</th>
<th>SE Coef</th>
<th>T</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.5937</td>
<td>0.7931</td>
<td>2.01</td>
<td>0.057</td>
</tr>
<tr>
<td>Tar</td>
<td>0.02310</td>
<td>0.01580</td>
<td>1.48</td>
<td>0.153</td>
</tr>
<tr>
<td>CO</td>
<td>-0.05251</td>
<td>0.05586</td>
<td>-0.98</td>
<td>0.340</td>
</tr>
</tbody>
</table>

\[ S = 0.230864 \]

R-Sq = 9.9\%

\[ \text{R-Sq(adj)} = 1.7\% \]

**Analysis of Variance**

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>2</td>
<td>0.12904</td>
<td>0.06452</td>
<td>1.21</td>
<td>0.317</td>
</tr>
<tr>
<td>Residual Error</td>
<td>22</td>
<td>1.17256</td>
<td>0.05330</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td>1.30160</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. **Cigarette Measurements** Identify the multiple regression equation that expresses the amount of nicotine in terms of the amount of tar and carbon monoxide (CO).

6. **Cigarette Measurements** Identify the following:
   a. The P-value corresponding to the overall significance of the multiple regression equation
   b. The value of the multiple coefficient of determination \( R^2 \)
   c. The adjusted value of \( R^2 \)

7. **Cigarette Measurements** Should the multiple regression equation be used for predicting the amount of nicotine based on the amounts of tar and CO? Why or why not?

8. **Cigarette Measurements** A cigarette has 26 mg of tar and 15 mg of CO. Use the multiple regression equation to determine the predicted amount of nicotine. Is the result likely to be a good predicted value? Why or why not?

Home Selling Prices: Finding the Best Multiple Regression Equation. In Exercises 9–12, refer to the accompanying table, which was obtained using data from homes sold (from Data Set 23 in Appendix B). The response (y) variable is selling price (in dollars). The predictor (x) variables are LP (list price in dollars), LA (living area of the home in square feet), and LOT (lot size in acres).

<table>
<thead>
<tr>
<th>Predictor (x) Variables</th>
<th>P-value</th>
<th>( R^2 )</th>
<th>Adjusted ( R^2 )</th>
<th>Regression Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP, LA, LOT</td>
<td>0.000</td>
<td>0.990</td>
<td>0.989</td>
<td>( \hat{y} = 1120 + 0.972 \text{ LP} + 0.281 \text{ LA} + 465 \text{ LOT} )</td>
</tr>
<tr>
<td>LP, LA</td>
<td>0.000</td>
<td>0.990</td>
<td>0.989</td>
<td>( \hat{y} = -40.5 + 0.985 \text{ LP} - 0.985 \text{ LA} )</td>
</tr>
<tr>
<td>LP, LOT</td>
<td>0.000</td>
<td>0.990</td>
<td>0.989</td>
<td>( \hat{y} = 1004 + 0.974 \text{ LP} + 429 \text{ LOT} )</td>
</tr>
<tr>
<td>LA, LOT</td>
<td>0.000</td>
<td>0.815</td>
<td>0.805</td>
<td>( \hat{y} = 111,309 + 98.2 \text{ LA} + 17,269 \text{ LOT} )</td>
</tr>
<tr>
<td>LP</td>
<td>0.000</td>
<td>0.990</td>
<td>0.990</td>
<td>( \hat{y} = 99.2 + 0.979 \text{ LP} )</td>
</tr>
<tr>
<td>LA</td>
<td>0.000</td>
<td>0.643</td>
<td>0.633</td>
<td>( \hat{y} = 133,936 + 101 \text{ LA} )</td>
</tr>
<tr>
<td>LOT</td>
<td>0.003</td>
<td>0.215</td>
<td>0.194</td>
<td>( \hat{y} = 310,191 + 19,217 \text{ LOT} )</td>
</tr>
</tbody>
</table>

9. If only one predictor (x) variable is used to predict the selling price of a home, which single variable is best? Why?

10. If exactly two predictor (x) variables are to be used to predict the selling price of a home, which two variables should be chosen? Why?

11. Which regression equation is best for predicting the selling price? Why?

12. A home is for sale with a list price of $400,000, it has a living area of 3000 square feet, and it is on a 2 acre lot. What is the best predicted value of the selling price? Is that predicted selling price likely to be a good estimate? Is that predicted value likely to be very accurate?
10-5 Multiple Regression

Appendix B Data Sets. In Exercises 13–16, refer to the indicated data set in Appendix B.

13. Predicting Nicotine in Cigarettes Refer to Data Set 4 in Appendix B and use the tar, nicotine, and CO amounts for the cigarettes that are 100 mm long, filtered, nonmenthol, and non-light (the last set of measurements). Find the best regression equation for predicting the amount of nicotine in a cigarette. Why is it best? Is the best regression equation a good regression equation for predicting the nicotine content? Why or why not?

14. Predicting Movie Gross Amount Refer to Data Set 9 in Appendix B and find the best regression equation with movie gross amount (in millions of dollars) as the response (y) variable. Ignore the MPAA ratings. Why is this equation best? Is this “best” equation good for predicting the amount of money that a movie will gross? Does the combination of predictor variables make sense?

15. Car Mileage Refer to Data Set 16 in Appendix B and find the best regression equation with highway fuel consumption (in mi/gal) as the response (y) variable. Because the car’s weight, length, and engine displacement are all easy to measure, use only those variables as the possible predictor variables. Is the “best” equation good for predicting the highway fuel consumption?

16. Old Faithful Refer to Data Set 15 in Appendix B and determine the best regression equation that expresses the response variable (y) of time interval after an eruption in terms of one or more of the variables of duration, time interval before the eruption, and height of the eruption. Explain your choice.

10-5 Beyond the Basics

17. Testing Hypotheses About Regression Coefficients If the coefficient \( \beta_1 \) has a nonzero value, then it is helpful in predicting the value of the response variable. If \( \beta_1 = 0 \), it is not helpful in predicting the value of the response variable and can be eliminated from the regression equation. To test the claim that \( \beta_1 = 0 \), use the test statistic \( t = (b_1 - 0)/s_b \). Critical values or P-values can be found using the t distribution with \( n - (k + 1) \) degrees of freedom, where \( k \) is the number of predictor (x) variables and \( n \) is the number of observations in the sample. The standard error \( s_b \) is often provided by software. For example, the Minitab display in Example 1 shows that \( s_b = 0.1289 \) (found in the column with the heading of SE Coeff and the row corresponding to the first predictor variable of the height of the mother). Use the sample data in Table 10-6 and the Minitab display in Example 1 to test the claim that \( \beta_1 = 0 \). Also test the claim that \( \beta_2 = 0 \). What do the results imply about the regression equation?

18. Confidence Interval for a Regression Coefficient A confidence interval for the regression coefficient \( \beta_1 \) is expressed as

\[
    b_1 - E < \beta_1 < b_1 + E
\]

where

\[
    E = t_{a/2} s_b
\]

The critical t score is found using \( n - (k + 1) \) degrees of freedom, where \( k \), \( n \), and \( s_b \) are as described in Exercise 17. Use the sample data in Table 10-6 and the Minitab display in Example 1 to construct 95% confidence interval estimates of \( \beta_1 \) (the coefficient for the variable representing height of the mother) and \( \beta_2 \) (the coefficient for the variable representing height of the father). Does either confidence interval include 0, suggesting that the variable be eliminated from the regression equation?

19. Dummy Variable Refer to Data Set 6 in Appendix B and use the sex, age, and weight of the bears. For sex, let 0 represent female and let 1 represent male. (In Data Set 6, males are already represented by 1, but for females change the sex values from 2 to 0.) Letting the response (y) variable represent weight, use the variable of age and the dummy variable of sex to
find the multiple regression equation. Use the equation to find the predicted weight of a bear with the characteristics given below. Does sex appear to have much of an effect on the weight of a bear?

- **a.** Female bear that is 20 years of age
- **b.** Male bear that is 20 years of age

### Modeling

**Key Concept** The previous sections of this chapter deal with linear relationships only, but this section introduces some basic concepts of finding a nonlinear function that fits sample data. We refer to such a function as a **mathematical model**. A mathematical model is simply a mathematical function that “fits” or describes real-world data. Instead of using randomly selected sample data, we will consider data collected periodically over time or some other basic unit of measurement. There are some powerful statistical methods that we could discuss (such as time series), but the main objective of this section is to describe briefly how technology can be used to find a good mathematical model.

The following are some generic models as listed in a menu from the TI-83/84 Plus calculator (press **STAT**, then select **CALC**):

- **Linear:** \( y = a + bx \)
- **Quadratic:** \( y = ax^2 + bx + c \)
- **Logarithmic:** \( y = a + b \ln x \)
- **Exponential:** \( y = ab^x \)
- **Power:** \( y = ax^b \)

The particular model you select depends on the nature of the sample data, and a scatterplot can be very helpful in making that determination. The illustrations that follow are graphs of some common models displayed on a TI-83/84 Plus calculator.

**TI-83/84 PLUS**

- Linear: \( y = 1 + 2x \)
- Logarithmic: \( y = 1 + 2 \ln x \)
- Power: \( y = 3x^{2.5} \)
- Quadratic: \( y = x^2 - 8x + 18 \)
- Exponential: \( y = 2^x \)

Here are three basic rules for developing a good mathematical model:

1. *Look for a pattern in the graph.* Use the sample data to construct a graph (such as a scatterplot). Then compare the basic pattern to the known generic graphs of linear, quadratic, logarithmic, exponential, and power functions. (See which of the TI-83/84 Plus calculator graphs shown here is closest to the graph of the sample data.)
2. Find and compare values of $R^2$. For each model being considered, use computer software or a TI-83/84 Plus calculator to find the value of the coefficient of determination $R^2$. Values of $R^2$ can be interpreted here the same way that they were interpreted in Section 10-5: Select functions that result in larger values of $R^2$, because such larger values correspond to functions that better fit the observed points. However, don’t place much importance on small differences, such as the difference between $R^2 = 0.984$ and $R^2 = 0.989$. (Another measurement used to assess the quality of a model is the sum of squares of the residuals. See Exercise 19.)

3. Think. Use common sense. Don’t use a model that leads to predicted values that are unrealistic. Use the model to calculate future values, past values, and values for missing data, then determine whether the results are realistic and make sense.

**Example 1**

**Finding the Best Population Model** Table 10-9 lists the population of the United States for different years. Find a mathematical model for the population size, then predict the size of the U.S. population in the year 2020.

<table>
<thead>
<tr>
<th>Year</th>
<th>1800</th>
<th>1820</th>
<th>1840</th>
<th>1860</th>
<th>1880</th>
<th>1900</th>
<th>1920</th>
<th>1940</th>
<th>1960</th>
<th>1980</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coded year</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Population</td>
<td>5</td>
<td>10</td>
<td>17</td>
<td>31</td>
<td>50</td>
<td>76</td>
<td>106</td>
<td>132</td>
<td>179</td>
<td>227</td>
<td>281</td>
</tr>
</tbody>
</table>

**SOLUTION**

First, we “code” the year values by using 1, 2, 3, …, instead of 1800, 1820, 1840, …. The reason for this coding is to use values of $x$ that are much smaller and much less likely to cause computational difficulties.

1. **Look for a pattern in the graph.** Examine the pattern of the data values in the TI-83/84 Plus display (shown in the margin) and compare that pattern to the generic models shown earlier in this section. The pattern of those points is clearly not a straight line, so we rule out a linear model. Good candidates for the model appear to be the quadratic, exponential, and power functions.

2. **Find and compare values of $R^2$.** The following displays show the TI-83/84 Plus results based on the quadratic, exponential, and power models. Comparing the values of the coefficient $R^2$, it appears that the quadratic model is best because it has the highest value of 0.9992. However, the other displayed values are also quite high. If we select the quadratic function as the best model, we conclude that the equation $y = 2.77x^2 - 6.00x + 10.01$ best describes the relationship between the year $x$ (coded with $x = 1$ representing 1800, $x = 2$ representing 1820, and so on) and the population $y$ (in millions).

**Clinical Trial Cut Short**

What do you do when you’re testing a new treatment and, before your study ends, you find that it is clearly effective? You should cut the study short and inform all participants of the treatment’s effectiveness. This happened when hydroxyurea was tested as a treatment for sickle cell anemia. The study was scheduled to last about 40 months, but the effectiveness of the treatment became obvious and the study was stopped after 36 months. (See “Trial Halted as Sickle Cell Treatment Proves Itself,” by Charles Marwick, Journal of the American Medical Association, Vol. 273, No. 8.)

**TI-83/84 PLUS**

**QuadReg**

```
y=ax^2+bx+c
a=2.7668399767
b=-6.002797203
C=10.81212121
R^2=0.9991688446
```

**ExpReg**

```
y=a*b^x
a=5323619576
b=1.48297813
r^2=.9631105179
R^2=.9813819429
```

**PwrReg**

```
y=ax^b
a=3.353115397
b=1.766059823
r^2=976406226
R^2=.9881326966
```

**continued**
To predict the U.S. population for the year 2020, first note that the year 2020 is coded as \( x = 12 \) (see Table 10-9). Substituting \( x = 12 \) into the quadratic model of \( y = 2.77x^2 - 6.00x + 10.01 \) results in \( y = 337 \), which indicates that the U.S. population is estimated to be 337 million in the year 2020.

3. **Think.** The forecast result of 337 million in 2020 seems reasonable. (As of this writing, the latest U.S. Bureau of the Census projection is that the population in 2020 will be 336 million.) However, there is considerable danger in making estimates for times that are beyond the scope of the available data. For example, the quadratic model suggests that in 1492, the U.S. population was 671 million—an absurd result. The quadratic model appears to be good for the available data (1800–2000), but other models might be better if it is absolutely necessary to make future population estimates.

**EXAMPLE 2** Interpreting \( R^2 \) In Example 1, we obtained the value of \( R^2 = 0.9992 \) for the quadratic model. Interpret that value as it relates to the predictor variable of year and the response variable of population size.

**SOLUTION** In the context of the year/population data from Table 10-9, the value of \( R^2 = 0.9992 \) can be interpreted as follows: 99.92% of the variation in the population size can be explained by the quadratic regression equation (given in Example 1) that relates year and population size.

In “Modeling the U.S. Population” (AMATYC Review, Vol. 20, No. 2), Sheldon Gordon uses more data than Table 10-9, and he uses much more advanced techniques to find better population models. In that article, he makes this important point:

“The best choice (of a model) depends on the set of data being analyzed and requires an exercise in judgment, not just computation.”

Any system capable of handling multiple regression can be used to generate some of the models described in this section. For example, STATDISK is not designed to work directly with the quadratic model, but its multiple regression feature can be used with the data in Table 10-9 to generate the quadratic model as follows: First enter the population values in column 1 of the STATDISK Data Window. Enter 1, 2, 3, ..., 11 in column 2 and enter 1, 4, 9, ..., 121 in column 3. Click on **Analysis**, then select **Multiple Regression**. Use columns 1, 2, 3 with column 1 as the dependent variable. After clicking on **Evaluate**, STATDISK generates the equation \( y = 10.012 - 6.0028x + 2.7669x^2 \) along with \( R^2 = 0.99917 \), which are the same results obtained from the TI-83/84 Plus calculator.

**MINITAB** First enter the matched data in columns C1 and C2, then select **Stat**, **Regression**, and **Fitted Line Plot**. You can choose a linear model, quadratic model, or cubic model. Displayed results include the equation, the value of \( R^2 \), and the sum of squares of the residuals.

**TI-83/84 PLUS** First turn on the diagnostics feature as follows: Press **2nd CATALOG**, then scroll down to **DiagnosticOn** and press the **ENTER** key twice. Enter the matched data in lists L1 and L2. Press **STAT**, select **CALC**, and then select the desired model from the available options. Press **ENTER**, then enter L1, L2 (with the comma), and press **ENTER** again. The display includes the format of the equation along with the coefficients used in the equation; also the value of \( R^2 \) is included for many of the models.
1. **Claimed Value of $R^2$** When using data consisting of the number of motor vehicles produced in the United States for each year of the last 30 years, an analyst claims that he obtained a value of $R^2 = 1$. What does that value indicate about the data? Do you believe the analyst's claim? Why or why not?

2. **Super Bowl and $R^2$** When using the numbers of points scored in each Super Bowl from 1980 to the last Super Bowl at the time that this exercise was written, we obtain the following values of $R^2$ for the different models: Linear: 0.002; quadratic: 0.082; logarithmic: 0.003; exponential: 0.005; power: 0.001. Based on these results, which model is best? Is the best model a good model? What do the results suggest about predicting the number of points scored in a future Super Bowl game?

3. **Interpreting $R^2$** In Exercise 2, the quadratic model results in $R^2 = 0.082$. Identify the percentage of the variation in Super Bowl points that can be explained by the quadratic model relating the variable of year and the variable of points scored. (Hint: See Example 2.) What does the result suggest about the usefulness of the quadratic model?

4. **Projections** In this section we found that for population values from the year 1800 to the year 2000, the best model is described by $y = 2.77x^2 - 6.00x + 10.01$, where the population value of $y$ is in millions. What is wrong with using this model to project the population size for the year 2999?

5. **Finding the Best Model** In Exercises 5–16, construct a scatterplot and identify the mathematical model that best fits the given data. Assume that the model is to be used only for the scope of the given data, and consider only linear, quadratic, logarithmic, exponential, and power models.

6. **The table lists the amounts of weekly salary increases $y$ (in dollars) specified in a labor contract negotiated with employees of the Telekronic corporation.**

<table>
<thead>
<tr>
<th>Year</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase ($y$)</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
</tr>
</tbody>
</table>

7. **The table lists the value $y$ (in dollars) of $100 deposited in a certificate of deposit at MetLife Bank.**

<table>
<thead>
<tr>
<th>Year</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>100</td>
<td>105</td>
<td>110.25</td>
<td>115.76</td>
<td>121.55</td>
<td>127.63</td>
<td>134.01</td>
</tr>
</tbody>
</table>

8. **The table lists the distance $d$ (in ft) above the ground for an object dropped in a vacuum from a height of 500 ft. The time $t$ (in sec) is the time after the object has been released.**

<table>
<thead>
<tr>
<th>$t$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>484</td>
<td>436</td>
<td>356</td>
<td>244</td>
<td>100</td>
</tr>
</tbody>
</table>

9. **Subway Fare** Use the year/subway fare data in Table 10-1 from the Chapter Problem. Let $x$ represent the year, with 1960 coded as 1, 1973 coded as 14, and so on. Let $y$ represent the subway fare. Does the best model appear to be a good model? Why or why not? Using the best model, find the projected subway fare in the year 2020.
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10. Deaths from Motor Vehicle Crashes Listed below are the numbers of deaths in the United States resulting from motor vehicle crashes. Using the best model and the second-best model, find the projected number of such deaths for the year 2010. Are the two estimates very different?

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Deaths</td>
<td>44,525</td>
<td>51,091</td>
<td>43,825</td>
<td>44,599</td>
<td>41,817</td>
<td>41,945</td>
<td>43,443</td>
</tr>
</tbody>
</table>

11. Manatee Deaths from Boats Listed below are the numbers of Florida manatee deaths resulting from encounters with watercraft for each year beginning with 1980 (based on data from Florida Fish and Wildlife Conservation). Is the best model much better than all of the others? Find the projected number of such deaths for 2006. The actual number of deaths in 2006 was 92. How does the actual number of manatee deaths compare to the projected number of deaths?

12. Manatee Deaths from Natural Causes Listed below are the numbers of Florida manatee deaths resulting from natural causes for each year beginning with 1980 (based on data from Florida Fish and Wildlife Conservation). Is the best model a very good model? Why or why not? Find the projected number of such deaths for 2006. The actual number of natural deaths in 2006 was 81. How does the actual number of natural deaths compare to the projected number of natural deaths?

13. Physics Experiment An experiment in a physics class involves dropping a golf ball and recording the distance (in m) it falls for different times (in sec) after it was released. The data are given in the table below. Project the distance for a time of 12 sec, given that the golf ball is dropped from a building that is 50 m tall.

<table>
<thead>
<tr>
<th>Time</th>
<th>0</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>0</td>
<td>1.2</td>
<td>4.9</td>
<td>11.0</td>
<td>19.5</td>
<td>30.5</td>
<td>44.0</td>
</tr>
</tbody>
</table>

14. Stock Market Listed below in order by row are the annual high values of the Dow Jones Industrial Average for each year beginning with 1980. What is the best predicted value for the year 2006? Given that the actual high value in 2006 was 12,464, how good was the predicted value? What does the pattern suggest about the stock market for investment purposes?
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17. Moore’s Law In 1965, Intel cofounder Gordon Moore initiated what has since become known as Moore’s law: the number of transistors per square inch on integrated circuits will double approximately every 18 months. The table below lists the number of transistors (in thousands) for different years.
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18. Population in 2050
As of this writing, the U.S. Bureau of the Census used its own model to predict a population of 420 million for the United States in 2050. Use the data in Table 10-9 on page 571 to find the value of \( R^2 \) and the 2050 projected population for the linear, quadratic, logarithmic, exponential, and power models. Do any of the models yield a projected population close to 420 million in 2050?

19. Sum of Squares Criterion
In addition to the value of \( R^2 \), another measurement used to assess the quality of a model is the sum of squares of the residuals. Recall from Section 10-3 that a residual is the difference between an observed \( y \) value and the value of \( y \) predicted from the model, which is denoted as \( \hat{y} \). Better models have smaller sums of squares. Refer to the data in Table 10-9.

- Find \( \sum (y - \hat{y})^2 \), the sum of squares of the residuals resulting from the linear model.
- Find the sum of squares of residuals resulting from the quadratic model.
- Verify that according to the sum of squares criterion, the quadratic model is better than the linear model.

### Review

This chapter presents basic methods for investigating correlations between variables.

- In Section 10-2 we presented methods for using scatterplots and the linear correlation coefficient \( r \) to determine whether there is sufficient evidence to support a claim of a linear correlation between two variables.
- In Section 10-3 we presented methods for finding the equation of the regression line that best fits the paired data. When the regression line fits the data reasonably well, the regression equation can be used to predict the value of a variable, given some value of the other variable.
- In Section 10-4 we introduced the concept of total variation, with components of explained and unexplained variation. The coefficient of determination \( r^2 \) gives us the proportion of the variation in the response variable \( (y) \) that can be explained by the linear correlation between \( x \) and \( y \). We discussed methods for constructing prediction intervals, which are helpful in judging the accuracy of predicted values.
- In Section 10-5 we presented methods for finding a multiple regression equation, which expresses the relationship of a response variable to two or more predictor variables. We also described methods for finding the value of the multiple coefficient of determination \( R^2 \), the adjusted \( R^2 \), and a \( P \)-value for the overall significance of the equation. Those values are helpful for comparing different multiple regression equations as well as finding the best multiple regression equation. Because of the nature of the calculations involved in this section, the methods are based on the interpretation of results from computer software.
- In Section 10-6 we presented basic methods for finding a mathematical model, which is a function that can be used to describe a relationship between two variables. Unlike the preceding sections of this chapter, Section 10-6 included several nonlinear functions.

### Statistical Literacy and Critical Thinking

1. Matched Pairs
Section 10-2 deals with correlation and Section 9-4 deals with inferences from matched pairs. Given that both sections deal with matched pairs of sample data, what is the basic difference between the goals of those two sections?
2. **Correlation** Using measurements from 54 bears, it is found that the linear correlation between the chest sizes (distance around the chest) and the weights of the bears is \( r = 0.963 \) (based on Data Set 6 in Appendix B). Is there sufficient evidence to support the claim of a linear correlation between chest size and weight? If so, does that imply that a larger chest size in a bear is the cause of a larger weight?

3. **Interpreting \( r \)** A jeweler at Tiffany & Company computes the value of the linear correlation coefficient for pairs of sample data consisting of Tiffany prices for gold wedding rings and the corresponding prices at a discount store. She obtains a value of \( r = 1 \) and concludes that the prices at both companies are the same. Is she correct? Why or why not?

4. **Interpreting \( r \)** A research scientist for the Telektronics company obtains paired data consisting of the cost of manufacturing memory chips of different sizes and the amount of memory that can be stored on those chips. After finding that \( r = 0 \), she concludes that there is no relationship between those two variables. Is that conclusion correct? Why or why not?

---

**Chapter Quick Quiz**

1. Using 10 pairs of sample data, if you compute the value of the linear correlation coefficient \( r \) and obtain a result of 2.650, what should you conclude?

2. Using 10 pairs of sample data, if you compute the value of the linear correlation coefficient \( r \) and obtain a result of 0.989, what should you conclude?

3. True or false: If sample data result in a linear correlation coefficient of \( r = -0.999 \), the points are quite close to a straight-line pattern that is downhill (when viewed from left to right).

4. Using 10 pairs of sample data, the value of \( r = 0.099 \) is found. What should you conclude?

5. True or false: If there is no linear correlation between two variables, then the two variables are not related in any way.

6. Find the critical values of \( r \) for a test of the claim that there is a linear correlation between two variables, given that the sample consists of 15 pairs of data and the significance level is 0.05.

7. A scatterplot shows that 20 points fit a perfect straight-line pattern that falls from left to right. What is the value of the linear correlation coefficient?

8. If sample data result in the regression equation of \( \hat{y} = -5 + 2x \) and a linear correlation coefficient of \( r = 0.999 \), find the best predicted value of \( y \) for \( x = 10 \).

9. If sample data result in a linear correlation coefficient of \( r = 0.400 \), what proportion of the variation in \( y \) is explained by the linear relationship between \( x \) and \( y \)?

10. True or false: If 50 pairs of sample data are used to find \( r = 0.999 \) where \( x \) measures salt consumption and \( y \) measures blood pressure, then we can conclude that higher salt consumption causes a rise in blood pressure.

---

**Review Exercises**

1. **Body Temperature** The table on the top of the next page lists the body temperatures (in °F) of subjects measured at 8:00 AM and later at midnight (based on Data Set 2 in Appendix B).

   a. Construct a scatterplot. What does the scatterplot suggest about a linear correlation between 8:00 AM body temperatures and midnight body temperatures?

   b. Find the value of the linear correlation coefficient and determine whether there is sufficient evidence to support a claim of a linear correlation between body temperatures measured at 8:00 AM and again at midnight.

   c. Letting \( y \) represent the midnight temperatures and letting \( x \) represent the 8:00 AM temperatures, find the regression equation.

   d. Based on the given sample data, what is the best predicted midnight body temperature of someone with a body temperature of 98.3°F measured at 8:00 AM?
2. Height and Weight

Shown below are select Minitab results obtained using the heights in inches) and weights (in lb) of 40 randomly selected males (based on Data Set 1 in Appendix B).

a. Determine whether there is sufficient evidence to support a claim of a linear correlation between heights and weights of males.

b. What percentage of the variation in weights of males can be explained by the linear correlation between height and weight?

c. Letting y represent weights of males and letting x represent heights of males, identify the regression equation.

d. Find the best predicted weight of a male who is 72 in. tall.

<table>
<thead>
<tr>
<th>Height (inches)</th>
<th>Weight (lb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>65</td>
</tr>
<tr>
<td>64</td>
<td>356</td>
</tr>
<tr>
<td>65</td>
<td>316</td>
</tr>
<tr>
<td>49</td>
<td>94</td>
</tr>
<tr>
<td>47</td>
<td>86</td>
</tr>
</tbody>
</table>

Pearson correlation of HT and WT = 0.522
P-Value = 0.001

The regression equation is

\[ WT = -139 + 4.55 \times HT \]

3. Length and Weight

Listed below are the body lengths (in inches) and weights (in lb) of randomly selected bears.

a. Construct a scatterplot. What does the scatterplot suggest about a linear correlation between lengths and weights of bears?

b. Find the value of the linear correlation coefficient and determine whether there is sufficient evidence to support a claim of a linear correlation between lengths of bears and their weights.

c. Letting y represent weights of bears and letting x represent their weights, find the regression equation.

d. Based on the given sample data, what is the best predicted weight of a bear with a length of 72.0 in.?

<table>
<thead>
<tr>
<th>Length (inches)</th>
<th>Weight (lb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>65</td>
</tr>
<tr>
<td>64</td>
<td>356</td>
</tr>
<tr>
<td>65</td>
<td>316</td>
</tr>
<tr>
<td>49</td>
<td>94</td>
</tr>
<tr>
<td>47</td>
<td>86</td>
</tr>
</tbody>
</table>

Predicting Height. The table below lists upper leg lengths, arm circumferences, and heights of randomly selected males (based Data Set 1 in Appendix B). All measurements are in centimeters. Use these data for Exercises 4 and 5.

<table>
<thead>
<tr>
<th>Leg</th>
<th>Arm</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>40.9</td>
<td>33.7</td>
<td>166</td>
</tr>
<tr>
<td>43.1</td>
<td>30.3</td>
<td>178</td>
</tr>
<tr>
<td>38.0</td>
<td>32.8</td>
<td>160</td>
</tr>
<tr>
<td>41.0</td>
<td>31.0</td>
<td>174</td>
</tr>
<tr>
<td>46.0</td>
<td>36.2</td>
<td>173</td>
</tr>
</tbody>
</table>

4. a. Construct a scatterplot of the leg/height paired data. What does the scatterplot suggest about a linear correlation between upper leg length and height?

b. Find the value of the linear correlation coefficient and determine whether there is sufficient evidence to support a claim of a linear correlation between upper leg length and height of males.

c. Letting y represent the heights of males and letting x represent the upper leg lengths of males, find the regression equation.

d. Based on the given sample data, what is the best predicted height of a male with an upper leg length of 45 cm?

5. Use computer software to find the multiple regression equation of the form \( \hat{y} = b_0 + b_1x_1 + b_2x_2 \), where the response variable y represents heights, x₁ represents upper leg lengths, and x₂ represents arm circumferences of males. Identify the value of the multiple coefficient of determination \( R^2 \), the adjusted \( R^2 \), and the P-value representing the overall significance of the multiple regression equation. Use a 0.05 significance level and determine whether the regression equation can be used to predict the height of a male when given his upper leg length and arm circumference.
Heights of Males. Listed below are randomly selected heights (in inches) of males from 1877 and from a recent National Health and Nutrition Examination Survey. (The 1877 data are from “Peirce and Bowditch: An American Contribution to Correlation and Regression,” by Rovine and Anderson, The American Statistician, Vol. 58, No. 3.) Use the data for Exercises 1–6.

<table>
<thead>
<tr>
<th>Heights from 1877</th>
<th>71</th>
<th>62</th>
<th>64</th>
<th>68</th>
<th>68</th>
<th>67</th>
<th>65</th>
<th>65</th>
<th>66</th>
<th>66</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recent Heights</td>
<td>63</td>
<td>66</td>
<td>68</td>
<td>72</td>
<td>73</td>
<td>62</td>
<td>71</td>
<td>69</td>
<td>69</td>
<td>68</td>
</tr>
</tbody>
</table>

1. Find the mean, median, and standard deviation for each of the two samples.

2. Use a 0.05 significance level to test the claim that males in 1877 had a mean height that is less than the mean height of males today.

3. Use a 0.05 significance level to test the claim that heights of men from 1877 have a mean less than 69.1 in., which is the mean height given for men today (based on anthropometric data from Gordon, Churchill, et al.).

4. Construct a 95% confidence interval estimate of the mean height of males in 1877.

5. Construct a 95% confidence interval estimate of the difference between the mean height of males now and the mean height of males in 1877. (Use the recent heights as the first sample.) Does the confidence interval include 0? What does that tell us about the two population means?

6. Why would it not make sense to use the data in a test for a linear correlation between heights from 1877 and current heights?

7. a. What is the difference between a statistic and a parameter?
   b. What is a simple random sample?
   c. What is a voluntary response sample, and why are such samples generally unsuitable for using methods of statistics to make inferences about populations?

8. Body mass index measurements of adults are normally distributed with a mean of 26 and a standard deviation of 5 (based on Data Set 1 in Appendix B). Is a body mass index of 40 an outlier? Why or why not?

9. Body mass index measurements of adults are normally distributed with a mean of 26 and a standard deviation of 5 (based on Data Set 1 in Appendix B).
   a. Find the probability of randomly selecting a person with a body mass index greater than 28.
   b. If 16 people are randomly selected, find the probability that their mean body mass index is greater than 28.

10. According to a study conducted by Dr. P. Sorita Soni at Indiana University, 12% of the population have green eyes. If four people are randomly selected for a study of eye pigmentation, find the probability that all of them have green eyes. If a researcher is hired to randomly select the study subjects and she returns with four subjects all having green eyes, what would you conclude?

**Technology Project**

The table below summarizes key statistics for each baseball team for a recent year.

a. Using the paired data consisting of the proportions of wins and the numbers of runs scored, find the linear correlation coefficient \( r \) and determine whether there is sufficient evidence to support a claim of a linear correlation between those two variables. Then find the regression equation with the response variable \( y \) representing the proportions of wins and the predictor variable \( x \) representing the numbers of runs scored.
b. Using the paired data consisting of the proportions of wins and the numbers of runs allowed, find the linear correlation coefficient \( r \) and determine whether there is sufficient evidence to support a claim of a linear correlation between those two variables. Then, find the regression equation with the response variable \( y \) representing the proportions of wins and the predictor variable \( x \) representing the numbers of runs allowed.

c. Use the paired data consisting of the proportions of wins and these differences: (Runs scored) — (runs allowed). Find the linear correlation coefficient \( r \) and determine whether there is sufficient evidence to support a claim of a linear correlation between those two variables. Then find the regression equation with the response variable \( y \) representing the proportions of wins and the predictor variable \( x \) representing the differences of (runs scored) — (runs allowed).

d. Compare the preceding results. Which appears to be more effective for winning baseball games: a strong defense or a strong offense? Explain.

e. Find the regression equation with the response variable \( y \) representing the winning percentage and the two predictor variables of runs scored and runs allowed. Does that equation appear to be useful for predicting a team's proportion of wins based on the number of runs scored and the number of runs allowed? Explain.

f. Using the paired data consisting of the numbers of runs scored and the numbers of runs allowed, find the linear correlation coefficient \( r \) and determine whether there is sufficient evidence to support a claim of a linear correlation between those two variables. What does the result suggest about the offensive strengths and the defensive strengths of the different teams?

<table>
<thead>
<tr>
<th>Team</th>
<th>Wins</th>
<th>Losses</th>
<th>Proportion of Wins</th>
<th>Runs Scored</th>
<th>Runs Allowed</th>
<th>(Runs Scored) — (Runs Allowed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N. Y. (AL)</td>
<td>97</td>
<td>65</td>
<td>0.599</td>
<td>930</td>
<td>767</td>
<td>163</td>
</tr>
<tr>
<td>Toronto</td>
<td>87</td>
<td>75</td>
<td>0.537</td>
<td>809</td>
<td>754</td>
<td>55</td>
</tr>
<tr>
<td>Boston</td>
<td>86</td>
<td>76</td>
<td>0.531</td>
<td>820</td>
<td>825</td>
<td>-5</td>
</tr>
<tr>
<td>Baltimore</td>
<td>70</td>
<td>92</td>
<td>0.432</td>
<td>768</td>
<td>899</td>
<td>-131</td>
</tr>
<tr>
<td>Tampa Bay</td>
<td>61</td>
<td>101</td>
<td>0.377</td>
<td>689</td>
<td>856</td>
<td>-167</td>
</tr>
<tr>
<td>Minnesota</td>
<td>96</td>
<td>66</td>
<td>0.593</td>
<td>801</td>
<td>683</td>
<td>118</td>
</tr>
<tr>
<td>Detroit</td>
<td>95</td>
<td>67</td>
<td>0.586</td>
<td>822</td>
<td>675</td>
<td>147</td>
</tr>
<tr>
<td>Chi. (AL)</td>
<td>90</td>
<td>72</td>
<td>0.556</td>
<td>868</td>
<td>794</td>
<td>74</td>
</tr>
<tr>
<td>Cleveland</td>
<td>78</td>
<td>84</td>
<td>0.481</td>
<td>870</td>
<td>782</td>
<td>88</td>
</tr>
<tr>
<td>Kansas City</td>
<td>62</td>
<td>100</td>
<td>0.383</td>
<td>757</td>
<td>971</td>
<td>-214</td>
</tr>
<tr>
<td>Oakland</td>
<td>93</td>
<td>69</td>
<td>0.574</td>
<td>771</td>
<td>727</td>
<td>44</td>
</tr>
<tr>
<td>L. A. (AL)</td>
<td>89</td>
<td>73</td>
<td>0.549</td>
<td>766</td>
<td>732</td>
<td>34</td>
</tr>
<tr>
<td>Texas</td>
<td>80</td>
<td>82</td>
<td>0.494</td>
<td>835</td>
<td>784</td>
<td>51</td>
</tr>
<tr>
<td>Seattle</td>
<td>78</td>
<td>84</td>
<td>0.481</td>
<td>756</td>
<td>792</td>
<td>-36</td>
</tr>
<tr>
<td>N. Y. (NL)</td>
<td>97</td>
<td>65</td>
<td>0.599</td>
<td>834</td>
<td>731</td>
<td>103</td>
</tr>
<tr>
<td>Philadelphia</td>
<td>85</td>
<td>77</td>
<td>0.525</td>
<td>865</td>
<td>812</td>
<td>53</td>
</tr>
<tr>
<td>Atlanta</td>
<td>79</td>
<td>83</td>
<td>0.488</td>
<td>849</td>
<td>805</td>
<td>44</td>
</tr>
<tr>
<td>Florida</td>
<td>78</td>
<td>84</td>
<td>0.481</td>
<td>758</td>
<td>772</td>
<td>-14</td>
</tr>
<tr>
<td>Washington</td>
<td>71</td>
<td>91</td>
<td>0.438</td>
<td>746</td>
<td>872</td>
<td>-126</td>
</tr>
<tr>
<td>St. Louis</td>
<td>83</td>
<td>78</td>
<td>0.516</td>
<td>781</td>
<td>762</td>
<td>19</td>
</tr>
<tr>
<td>Houston</td>
<td>82</td>
<td>80</td>
<td>0.506</td>
<td>735</td>
<td>719</td>
<td>16</td>
</tr>
<tr>
<td>Cincinnati</td>
<td>80</td>
<td>82</td>
<td>0.494</td>
<td>749</td>
<td>801</td>
<td>-52</td>
</tr>
<tr>
<td>Milwaukee</td>
<td>75</td>
<td>87</td>
<td>0.463</td>
<td>730</td>
<td>833</td>
<td>-103</td>
</tr>
<tr>
<td>Pittsburgh</td>
<td>67</td>
<td>95</td>
<td>0.414</td>
<td>691</td>
<td>797</td>
<td>-106</td>
</tr>
<tr>
<td>Chi. (NL)</td>
<td>66</td>
<td>96</td>
<td>0.407</td>
<td>716</td>
<td>834</td>
<td>-118</td>
</tr>
<tr>
<td>San Diego</td>
<td>88</td>
<td>74</td>
<td>0.543</td>
<td>731</td>
<td>679</td>
<td>52</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>88</td>
<td>74</td>
<td>0.543</td>
<td>820</td>
<td>751</td>
<td>69</td>
</tr>
<tr>
<td>S. F.</td>
<td>76</td>
<td>85</td>
<td>0.472</td>
<td>746</td>
<td>790</td>
<td>-44</td>
</tr>
<tr>
<td>Arizona</td>
<td>76</td>
<td>86</td>
<td>0.469</td>
<td>773</td>
<td>788</td>
<td>-15</td>
</tr>
<tr>
<td>Colorado</td>
<td>76</td>
<td>86</td>
<td>0.469</td>
<td>813</td>
<td>812</td>
<td>1</td>
</tr>
</tbody>
</table>
Linear Regression

Go to: http://www.aw.com/triola

The linear correlation coefficient is a tool that is used to measure the strength of the linear relationship between two sets of measurements. From a strictly computational point of view, the correlation coefficient may be found for any two data sets of paired values, regardless of what the data values represent. For this reason, certain questions should be asked whenever a correlation is being investigated. Is it reasonable to expect a linear correlation? Could a perceived correlation be caused by a third quantity related to each of the variables being studied?

The Internet Project for this chapter will guide you to several sets of paired data in the fields of sports, medicine, and economics. You will then apply the methods of this chapter, computing correlation coefficients and determining regression lines, while considering the true relationships between the variables involved.

Open the Applets folder on the CD and double-click on Start. Select the menu item of Correlation by eye. Use the applet to develop a skill in estimating the value of the linear correlation coefficient $r$ by visually examining a scatterplot. Try to guess the value of $r$ for 10 different data sets. Try to create a data set with a value of $r$ that is approximately 0.9. Try to create a data set with a value of $r$ that is close to 0.

Also use the menu item of Regression by eye. Try to move the green line so that it is the regression line. Repeat this until you can identify the regression line reasonably well.
Critical Thinking: Is the pain medicine Duragesic effective in reducing pain?

Listed below are measures of pain intensity before and after using the proprietary drug Duragesic (based on data from Janssen Pharmaceutical Products, L.P.).

The data are listed in order by row, and corresponding measures are from the same subject before and after treatment.

For example, the first subject had a measure of 1.2 before treatment and a measure of 0.4 after treatment. Each pair of measurements is from one subject, and the intensity of pain was measured using the standard visual analog score.

### Pain Intensity Before Duragesic Treatment

<table>
<thead>
<tr>
<th>1.2</th>
<th>1.3</th>
<th>1.5</th>
<th>1.6</th>
<th>3.4</th>
<th>3.5</th>
<th>2.8</th>
<th>2.6</th>
<th>2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>7.1</td>
<td>2.3</td>
<td>2.1</td>
<td>3.4</td>
<td>6.4</td>
<td>5.0</td>
<td>4.2</td>
<td>2.8</td>
</tr>
<tr>
<td>5.2</td>
<td>6.9</td>
<td>6.9</td>
<td>5.0</td>
<td>5.5</td>
<td>6.0</td>
<td>5.5</td>
<td>8.6</td>
<td>9.4</td>
</tr>
<tr>
<td>7.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Pain Intensity After Duragesic Treatment

<table>
<thead>
<tr>
<th>0.4</th>
<th>1.4</th>
<th>1.8</th>
<th>2.9</th>
<th>6.0</th>
<th>1.4</th>
<th>0.7</th>
<th>3.9</th>
<th>0.9</th>
<th>1.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>9.3</td>
<td>8.0</td>
<td>6.8</td>
<td>2.3</td>
<td>0.4</td>
<td>0.7</td>
<td>1.2</td>
<td>4.5</td>
<td>2.0</td>
</tr>
<tr>
<td>1.6</td>
<td>2.0</td>
<td>2.0</td>
<td>6.8</td>
<td>6.6</td>
<td>4.1</td>
<td>4.6</td>
<td>2.9</td>
<td>5.4</td>
<td>4.8</td>
</tr>
<tr>
<td>4.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Analyzing the Results

1. Use the given data to construct a scatterplot, then use the methods of Section 10-2 to test for a linear correlation between the pain intensity before and after treatment. If there does appear to be a linear correlation, does it follow that the drug treatment is effective?

2. Use the given data to find the equation of the regression line. Let the response ($y$) variable be the pain intensity after treatment. What would be the equation of the regression line for a treatment having absolutely no effect?

3. The methods of Section 9-3 can be used to test the claim that two populations have the same mean. Identify the specific claim that the treatment is effective, then use the methods of Section 9-3 to test that claim. The methods of Section 9-3 are based on the requirement that the samples are independent. Are they independent in this case?

4. The methods of Section 9-4 can be used to test a claim about matched data. Identify the specific claim about matched data. Does the drug appear to be effective?

5. Which of the preceding results is best for determining whether the drug treatment is effective in reducing pain? Based on the preceding results, does the drug appear to be effective?
1. **In-class activity** Divide into groups of 8 to 12 people. For each group member, measure the person's height and also measure his or her navel height, which is the height from the floor to the navel. Is there a correlation between height and navel height? If so, find the regression equation with height expressed in terms of navel height. According to an old theory, the average person's ratio of height to navel height is the golden ratio: \((1 + \sqrt{5})/2 \approx 1.6\). Does this theory appear to be reasonably accurate?

2. **In-class activity** Divide into groups of 8 to 12 people. For each group member, measure height and arm span. For the arm span, the subject should stand with arms extended, like the wings on an airplane. It's easy to mark the height and arm span on a chalkboard, then measure the distances there. Using the paired sample data, is there a correlation between height and arm span? If so, find the regression equation with height expressed in terms of arm span. Can arm span be used as a reasonably good predictor of height?

3. **In-class activity** Divide into groups of 8 to 12 people. For each group member, use a string and ruler to measure head circumference and forearm length. Is there a relationship between these two variables? If so, what is it?

4. **In-class activity** Use a ruler as a device for measuring reaction time. One person should suspend the ruler by holding it at the top while the subject holds his or her thumb and forefinger at the bottom edge ready to catch the ruler when it is released. Record the distance that the ruler falls before it is caught. Convert that distance to the time (in seconds) that it took the subject to react and catch the ruler. (If the distance is measured in inches, use \(t = \sqrt{\frac{d}{487.68}}\). If the distance is measured in centimeters, use \(t = \sqrt{\frac{d}{192}}\).) Test each subject once with the right hand and once with the left hand, and record the paired data. Test for a correlation. Find the equation of the regression line. Does the equation of the regression line suggest that the dominant hand has a faster reaction time?

5. **In-class activity** Divide into groups of 8 to 12 people. Record the pulse rate of each group member by counting the number of heart beats in 1 min. Then measure and record each person's height. Is there a relationship between pulse rate and height? If so, what is it?

6. **In-class activity** Collect data from each student consisting of the number of credit cards and the number of keys that the student has in his or her possession. Is there a correlation? If so, what is it? Try to identify at least one reasonable explanation for the presence or absence of a correlation.

7. **In-class activity** Divide into groups of three or four people. Appendix B includes many data sets not yet included in examples or exercises in this chapter. Search Appendix B for a pair of variables of interest, then investigate correlation and regression. State your conclusions and try to identify practical applications.

8. **Out-of-class activity** Divide into groups of three or four people. Investigate the relationship between two variables by collecting your own paired sample data and using the methods of this chapter to determine whether there is a significant linear correlation. Also identify the regression equation and describe a procedure for predicting values of one of the variables when given values of the other variable. Suggested topics:
   - Is there a relationship between taste and cost of different brands of chocolate chip cookies (or colas)? Taste can be measured on some number scale, such as 1 to 10.
   - Is there a relationship between salaries of professional baseball (or basketball, or football) players and their season achievements?
   - Is there a relationship between the lengths of men's (or women's) feet and their heights?
   - Is there a relationship between student grade-point averages and the amount of television watched? If so, what is it?
   - Is there a relationship between hours studied each week and grade point average? If so, what is it?
This chapter introduced methods for determining whether there is a linear correlation between two variables. We also introduced methods for finding the equation of the straight line that best fits paired sample data. In addition to working with two variables, this chapter presented methods for working with more than two variables (Section 10-5).

StatCrunch Procedure for Correlation and Regression

1. Sign into StatCrunch, then click on Open StatCrunch.
2. Click on Stat.
3. Click on Regression in the menu of items that appears.
4. You can now select one of three options. Use this guide:
   • Linear correlation and regression (2 variables): Select Simple Linear.
   • Regression with three or more variables: Select Multiple Linear.
   • Logistic regression: Select Logistic.
   (Section 10-5, Part 2):
5. The next window will allow you to select columns of data that should have been entered. After selecting the desired columns, click on Next. The next screen may provide options, some of which are beyond the scope of this book. You can ignore the options and click on Next. For the case of Simple Linear regression, a good option to select in the next screen is Plot the fitted line. It is always wise to obtain a graph so that you can visually examine the data. Click on Calculate to obtain results. For the Simple Linear case, results include the correlation coefficient (identified as $R$ instead of $r$) and the $P$-value for the slope of the regression line. That $P$-value can be used to determine whether there appears to be a linear correlation between the two variables. See the accompanying StatCrunch display resulting from the pizza/subway data in Table 10-1. We can see that $r = 0.9878$ and we can see the equation of the regression line at the top.

The slope of the regression line has a $P$-value of 0.0002, and that very small $P$-value suggests that there is a linear correlation between the pizza costs and subway fares.

Projects

Use StatCrunch for the following.

1. Sign into StatCrunch, then click on Explore at the top. Click on Groups, then locate and click on the Triola Elementary Statistics (11th Edition) group, then click on 25 Data Sets located near the top of the window. You now have access to the data sets in Appendix B of this book. Open the data set named Cigarette Tar, Nicotine, and Carbon Monoxide. Using tar measurements for filtered cigarettes (FLTar) for the $x$ variable and using nicotine measurements for filtered cigarettes (FLNic) for the $y$ variable, test for a correlation between those two variables and find the regression equation. What do you conclude?
2. Repeat Project 1 using carbon monoxide measurements for filtered cigarettes (FLCO) for the $x$ variable and using nicotine measurements for filtered cigarettes (FLNic) for the $y$ variable.
3. Repeat Project 1 using tar measurements for king-size cigarettes (KgTar) for the $x$ variable and using nicotine measurements for filtered cigarettes (FLNic) for the $y$ variable. What do you conclude? What is fundamentally wrong with this analysis?
4. Use tar measurements for filtered cigarettes (FLTar) as one independent variable, use carbon monoxide measurements for filtered cigarettes (FLCO) as another independent variable, and use nicotine measurements for filtered cigarettes (FLNic) for the dependent $y$ variable. Use the Multiple Linear option to test for a correlation. What do you conclude?
5. Use Excel to combine the health exam measurements from males and females in Data Set 1 in Appendix B. Include a column indicating sex, where 0 = female and 1 = male. Import the combined data set into StatCrunch and use logistic regression to find the equation given in Example 4 in Section 10-5. (Hint: Consider a success to be the value of 1, for male.)
Goodness-of-Fit and Contingency Tables

11-1 Review and Preview
11-2 Goodness-of-Fit
11-3 Contingency Tables
11-4 McNemar's Test for Matched Pairs
Is the nurse a serial killer?

Three alert nurses at the Veteran’s Affairs Medical Center in Northampton, Massachusetts noticed an unusually high number of deaths at times when another nurse, Kristen Gilbert, was working. Those same nurses later noticed missing supplies of the drug epinephrine, which is a synthetic adrenaline that stimulates the heart. They reported their growing concerns, and an investigation followed. Kristen Gilbert was arrested and charged with four counts of murder and two counts of attempted murder. When seeking a grand jury indictment, prosecutors provided a key piece of evidence consisting of a two-way table showing the numbers of shifts with deaths when Gilbert was working. See Table 11-1.

<table>
<thead>
<tr>
<th></th>
<th>Shifts with a death</th>
<th>Shifts without a death</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gilbert was working</td>
<td>40</td>
<td>217</td>
</tr>
<tr>
<td>Gilbert was not working</td>
<td>34</td>
<td>1350</td>
</tr>
</tbody>
</table>

The numbers in Table 11-1 might be better understood with a graph, such as Figure 11-1, which shows the death rates during shifts when Gilbert was working and when she was not working. Figure 11-1 seems to make it clear that shifts when Gilbert was working had a much higher death rate than shifts when she was not working, but we need to determine whether those results are statistically significant.

George Cobb, a leading statistician and statistics educator, became involved in the Gilbert case at the request of an attorney for the defense. Cobb wrote a report stating that the data in Table 11-1 should have been presented to the grand jury (as it was) for purposes of indictment, but that it should not be presented at the actual trial. He noted that the data in Table 11-1 are based on observations and do not show that Gilbert actually caused deaths. Also, Table 11-1 includes information about many other deaths that were not relevant to the trial. The judge ruled that the data in Table 11-1 could not be used at the trial. Kristen Gilbert was convicted on other evidence and is now serving a sentence of life in prison, without the possibility of parole.

This chapter will include methods for analyzing data in tables, such as Table 11-1. We will analyze Table 11-1 to see what conclusions could be presented to the grand jury that provided the indictment.
Review and Preview

We began a study of inferential statistics in Chapter 7 when we presented methods for estimating a parameter for a single population and in Chapter 8 when we presented methods of testing claims about a single population. In Chapter 9 we extended those methods to situations involving two populations. In Chapter 10 we considered methods of correlation and regression using paired sample data. In this chapter we use statistical methods for analyzing categorical (or qualitative, or attribute) data that can be separated into different cells. We consider hypothesis tests of a claim that the observed frequency counts agree with some claimed distribution. We also consider contingency tables (or two-way frequency tables), which consist of frequency counts arranged in a table with at least two rows and two columns. We conclude this chapter by considering two-way tables involving data consisting of matched pairs.

The methods of this chapter use the same $\chi^2$ (chi-square) distribution that was first introduced in Section 7-5. See Section 7-5 for a quick review of properties of the $\chi^2$ distribution.

Goodness-of-Fit

Key Concept In this section we consider sample data consisting of observed frequency counts arranged in a single row or column (called a one-way frequency table). We will use a hypothesis test for the claim that the observed frequency counts agree with some claimed distribution, so that there is a good fit of the observed data with the claimed distribution.

Because we test for how well an observed frequency distribution fits some specified theoretical distribution, the method of this section is called a goodness-of-fit test.

Definition A goodness-of-fit test is used to test the hypothesis that an observed frequency distribution fits (or conforms to) some claimed distribution.

Objective Conduct a goodness-of-fit test.

Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O$</td>
<td>represents the observed frequency of an outcome, found by tabulating the sample data.</td>
</tr>
<tr>
<td>$E$</td>
<td>represents the expected frequency of an outcome, found by assuming that the distribution is as claimed.</td>
</tr>
<tr>
<td>$k$</td>
<td>represents the number of different categories or outcomes.</td>
</tr>
<tr>
<td>$n$</td>
<td>represents the total number of trials (or observed sample values).</td>
</tr>
</tbody>
</table>

Requirements

1. The data have been randomly selected.
2. The sample data consist of frequency counts for each of the different categories.
Finding Expected Frequencies

Conducting a goodness-of-fit test requires that we identify the observed frequencies, then determine the frequencies expected with the claimed distribution. Table 11-2 on the next page includes observed frequencies with a sum of 80, so \( n = 80 \). If we assume that the 80 digits were obtained from a population in which all digits are equally likely, then we expect that each digit should occur in \( 1/10 \) of the 80 trials, so each of the 10 expected frequencies is given by \( E = \frac{80}{10} = 8 \). In general, if we are assuming that all of the expected frequencies are equal, each expected frequency is \( E = \frac{n}{k} \), where \( n \) is the total number of observations and \( k \) is the number of categories. In other cases in which the expected frequencies are not all equal, we can often find the expected frequency for each category by multiplying the sum of all observed frequencies and the probability \( p \) for the category, so \( E = np \). We summarize these two procedures here.

- **Expected frequencies are equal**: \( E = \frac{n}{k} \).
- **Expected frequencies are not all equal**: \( E = np \) for each individual category.

As good as these two preceding formulas for \( E \) might be, it is better to use an informal approach. Just ask, “How can the observed frequencies be split up among the different categories so that there is perfect agreement with the claimed distribution?” Also, note that the observed frequencies must all be whole numbers because they represent actual counts, but the expected frequencies need not be whole numbers. For example, when rolling a single die 33 times, the expected frequency for each possible outcome is \( \frac{33}{6} = 5.5 \). The expected frequency for rolling a 3 is 5.5, even though it is impossible to have the outcome of 3 occur exactly 5.5 times.

We know that sample frequencies typically deviate somewhat from the values we theoretically expect, so we now present the key question: Are the differences between the actual observed values \( O \) and the theoretically expected values \( E \) statistically significant? We need a measure of the discrepancy between the \( O \) and \( E \) values, so we use the test statistic given with the requirements and critical values. (Later, we will explain how this test statistic was developed, but you can see that it has differences of \( O - E \) as a key component.)

The \( \chi^2 \) test statistic is based on differences between the observed and expected values. If the observed and expected values are close, the \( \chi^2 \) test statistic will be small and the \( P \)-value will be large. If the observed and expected frequencies are not close,
the \( \chi^2 \) test statistic will be large and the \( P \)-value will be small. Figure 11-2 summarizes this relationship. The hypothesis tests of this section are always right-tailed, because the critical value and critical region are located at the extreme right of the distribution. If confused, just remember this:

“If the \( P \) is low, the null must go.”

(If the \( P \)-value is small, reject the null hypothesis that the distribution is as claimed.)

Once we know how to find the value of the test statistic and the critical value, we can test hypotheses by using the same general procedures introduced in Chapter 8.

### Table 11-2 Last Digits of Weights

<table>
<thead>
<tr>
<th>Last Digit</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>
80 weights listed in Data Set 1 in Appendix B. (For example, the weight of 201.5 lb has a last digit of 5, and this is one of the data values included in Table 11-2.)

Test the claim that the sample is from a population of weights in which the last digits do not occur with the same frequency. Based on the results, what can we conclude about the procedure used to obtain the weights?

**SOLUTION**

**REQUIREMENT CHECK** (1) The data come from randomly selected subjects. (2) The data do consist of frequency counts, as shown in Table 11-2. (3) With 80 sample values and 10 categories that are claimed to be equally likely, each expected frequency is 8, so each expected frequency does satisfy the requirement of being a value of at least 5. All of the requirements are satisfied.

The claim that the digits do not occur with the same frequency is equivalent to the claim that the relative frequencies or probabilities of the 10 cells \( p_0, p_1, \ldots, p_9 \) are not all equal. We will use the traditional method for testing hypotheses (see Figure 8-9).

**Step 1:** The original claim is that the digits do not occur with the same frequency. That is, at least one of the probabilities \( p_0, p_1, \ldots, p_9 \) is different from the others.

**Step 2:** If the original claim is false, then all of the probabilities are the same. That is, \( p_0 = p_1 = p_2 = p_3 = p_4 = p_5 = p_6 = p_7 = p_8 = p_9 \).

**Step 3:** The null hypothesis must contain the condition of equality, so we have

\[ H_0: p_0 = p_1 = p_2 = p_3 = p_4 = p_5 = p_6 = p_7 = p_8 = p_9 \]

\[ H_1: \text{At least one of the probabilities is different from the others.} \]

**Step 4:** No significance level was specified, so we select \( \alpha = 0.05 \).

**Step 5:** Because we are testing a claim about the distribution of the last digits being a uniform distribution, we use the goodness-of-fit test described in this section. The \( \chi^2 \) distribution is used with the test statistic given earlier.

**Step 6:** The observed frequencies \( O \) are listed in Table 11-2. Each corresponding expected frequency \( E \) is equal to 8 (because the 80 digits would be uniformly distributed among the 10 categories). Table 11-3 on the next page shows the computation of the \( \chi^2 \) test statistic. The test statistic is \( \chi^2 = 11.250 \). The critical value is \( \chi^2 = 16.919 \) (found in Table A-4 with \( \alpha = 0.05 \) in the right tail and degrees of freedom equal to \( k - 1 = 9 \)). The test statistic and critical value are shown in Figure 11-3 on the next page.

**Step 7:** Because the test statistic does not fall in the critical region, there is not sufficient evidence to reject the null hypothesis.

**Step 8:** There is not sufficient evidence to support the claim that the last digits do not occur with the same relative frequency.

**INTERPRETATION**

This goodness-of-fit test suggests that the last digits provide a reasonably good fit with the claimed distribution of equally likely frequencies. Instead of asking the subjects how much they weigh, it appears that their weights were actually measured as they should have been.

Example 1 involves a situation in which the claimed frequencies for the different categories are all equal. The methods of this section can also be used when the hypothesized probabilities (or frequencies) are different, as shown in Example 2.
Table 11-3 Calculating the $\chi^2$ Test Statistic for the Last Digits of Weights

<table>
<thead>
<tr>
<th>Last Digit</th>
<th>Observed Frequency $O$</th>
<th>Expected Frequency $E$</th>
<th>$O - E$</th>
<th>$(O - E)^2$</th>
<th>$(O - E)^2/E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7</td>
<td>8</td>
<td>-1</td>
<td>1</td>
<td>0.125</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
<td>8</td>
<td>6</td>
<td>36</td>
<td>4.500</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>8</td>
<td>-2</td>
<td>4</td>
<td>0.500</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>0.500</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>8</td>
<td>-4</td>
<td>16</td>
<td>2.000</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>8</td>
<td>-3</td>
<td>9</td>
<td>1.125</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>8</td>
<td>-2</td>
<td>4</td>
<td>0.500</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>8</td>
<td>4</td>
<td>16</td>
<td>2.000</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0.000</td>
</tr>
</tbody>
</table>

$\chi^2 = \sum \frac{(O - E)^2}{E} = 11.250$

Table 11-4 Numbers of Games in World Series Contests

<table>
<thead>
<tr>
<th>Games played</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual World Series contests</td>
<td>19</td>
<td>21</td>
<td>22</td>
<td>37</td>
</tr>
<tr>
<td>Expected proportion</td>
<td>$2/16$</td>
<td>$4/16$</td>
<td>$5/16$</td>
<td>$5/16$</td>
</tr>
</tbody>
</table>
**Requirement Check**

1. We begin by noting that the observed numbers of games are not randomly selected from a larger population. However, we treat them as a random sample for the purpose of determining whether they are typical results that might be obtained from such a random sample. (2) The data do consist of frequency counts. (3) Each expected frequency is at least 5, as will be shown later in this solution. All of the requirements are satisfied.

**Step 1:** The original claim is that the actual numbers of games fit the distribution indicated by the expected proportions. Using subscripts corresponding to the number of games, we can express this claim as $p_4 = 2/16$ and $p_5 = 4/16$ and $p_6 = 5/16$ and $p_7 = 5/16$.

**Step 2:** If the original claim is false, then at least one of the proportions does not have the value as claimed.

**Step 3:** The null hypothesis must contain the condition of equality, so we have $H_0: p_4 = 2/16$ and $p_5 = 4/16$ and $p_6 = 5/16$ and $p_7 = 5/16$.

**Step 4:** The significance level is $\alpha = 0.05$.

**Step 5:** Because we are testing a claim that the distribution of numbers of games in World Series contests is as claimed, we use the goodness-of-fit test described in this section. The $\chi^2$ distribution is used with the test statistic given earlier.

**Step 6:** Table 11-5 shows the calculations resulting in the test statistic of $\chi^2 = 7.885$. The critical value is $x^2$ with 4 degrees of freedom equal to $k - 1 = 3$. The Minitab display shows the value of the test statistic as well as the $P$-value of 0.048.

### Minitab

<table>
<thead>
<tr>
<th>Category</th>
<th>Observed</th>
<th>Proportion</th>
<th>Expected</th>
<th>Contribution to Chi-Sq</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19</td>
<td>0.1250</td>
<td>12.3750</td>
<td>3.5467</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>0.1250</td>
<td>24.7500</td>
<td>0.5682</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>0.1250</td>
<td>30.9375</td>
<td>2.5819</td>
</tr>
<tr>
<td>4</td>
<td>37</td>
<td>0.1250</td>
<td>30.9375</td>
<td>1.1060</td>
</tr>
</tbody>
</table>

N DF Chi-Sq P-Value 99 3 7.88485 0.048

**Table 11-5 Calculating the $\chi^2$ Test Statistic for the Numbers of World Series Games**

<table>
<thead>
<tr>
<th>Number of Games</th>
<th>Observed Frequency O</th>
<th>Expected Frequency $E = np$</th>
<th>$O - E$</th>
<th>$(O - E)^2$</th>
<th>$\frac{(O - E)^2}{E}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>19</td>
<td>$99 \cdot \frac{2}{16} = 12.3750$</td>
<td>6.6250</td>
<td>43.8906</td>
<td>3.5467</td>
</tr>
<tr>
<td>5</td>
<td>21</td>
<td>$99 \cdot \frac{4}{16} = 24.7500$</td>
<td>-3.7500</td>
<td>14.0625</td>
<td>0.5682</td>
</tr>
<tr>
<td>6</td>
<td>22</td>
<td>$99 \cdot \frac{5}{16} = 30.9375$</td>
<td>-8.9375</td>
<td>79.8789</td>
<td>2.5819</td>
</tr>
<tr>
<td>7</td>
<td>37</td>
<td>$99 \cdot \frac{5}{16} = 30.9375$</td>
<td>6.0625</td>
<td>36.7539</td>
<td>1.1880</td>
</tr>
</tbody>
</table>

$\chi^2 = \sum \frac{(O - E)^2}{E} = 7.885$
**Step 7:** The \( P \)-value of 0.048 is less than the significance level of 0.05, so there is sufficient evidence to reject the null hypothesis. (Also, the test statistic of \( \chi^2 = 7.885 \) is in the critical region bounded by the critical value of 7.815, so there is sufficient evidence to reject the null hypothesis.)

**Step 8:** There is sufficient evidence to warrant rejection of the claim that actual numbers of games in World Series contests fit the distribution indicated by the expected proportions given in Table 11-4.

**INTERPRETATION**

This goodness-of-fit test suggests that the numbers of games in World Series contests do not fit the distribution expected from probability calculations. Different media reports have noted that seven-game series occur much more than expected. The results in Table 11-4 show that seven-game series occurred 37% of the time, but they were expected to occur only 31% of the time. (A USA Today headline stated that “Seven-game series defy odds.”) So far, no reasonable explanations have been provided for the discrepancy.

In Figure 11-4 we graph the expected proportions of 2/16, 4/16, 5/16, and 5/16 along with the observed proportions of 19/99, 21/99, 22/99, and 37/99, so that we can visualize the discrepancy between the distribution that was claimed and the frequencies that were observed. The points along the red line represent the expected proportions, and the points along the green line represent the observed proportions. Figure 11-4 shows disagreement between the expected proportions (red line) and the observed proportions (green line), and the hypothesis test in Example 2 shows that the discrepancy is statistically significant.

**Figure 11-4**

**Observed and Expected Proportions in the Numbers of World Series Games**

**P-Values**

Computer software automatically provides \( P \)-values when conducting goodness-of-fit tests. If computer software is unavailable, a range of \( P \)-values can be found from Table A-4. Example 2 resulted in a test statistic of \( \chi^2 = 7.885 \), and if we refer to Table A-4 with 3 degrees of freedom, we find that the test statistic of 7.885 lies between the table values of 7.815 and 9.348. So, the \( P \)-value is between 0.025 and 0.05. In this case, we might state that “\( P \)-value < 0.05.” The Minitab display shows that the \( P \)-value is 0.048. Because the \( P \)-value is less than the significance level of 0.05, we reject the null hypothesis. Remember, “if the \( P \) (value) is low, the null must go.”

**Rationale for the Test Statistic:** Examples 1 and 2 show that the \( \chi^2 \) test statistic is a measure of the discrepancy between observed and expected frequencies. Simply summing the differences between observed and expected values does not result in an
**Statistical Literacy and Critical Thinking**

1. **Goodness-of-Fit** A *New York Times/CBS News* Poll typically involves the selection of random digits to be used for telephone numbers. The *New York Times* states that “within each (telephone) exchange, random digits were added to form a complete telephone number, thus permitting access to listed and unlisted numbers.” When such digits are randomly generated, what is the distribution of those digits? Given such randomly generated digits, what is a test for “goodness-of-fit”?

---

**Statdisk**

First enter the observed frequencies in the first column of the Data Window. If the expected frequencies are not all equal, enter a second column that includes either expected proportions or actual expected frequencies. Select Analysis from the main menu bar, then select the option **Goodness-of-Fit**. Choose between “equal expected frequencies” and “unequal expected frequencies” and enter the data in the dialog box, then click on Evaluate.

**MINITAB**

Enter observed frequencies in column C1. If the expected frequencies are not all equal, enter them as proportions in column C2. Select Stat, Tables, and Chi-Square Goodness-of-Fit Test. Make the entries in the window and click on OK.

**Excel**

First enter the category names in one column, enter the observed frequencies in a second column, and use a third column to enter the expected proportions in decimal form (such as 0.20, 0.25, 0.25, and 0.30). If using Excel 2010 or Excel 2007, click on Add-Ins, then click on DDXL; if using Excel 2003, click on DDXL. Select the menu item of Tables. In the menu labeled Function Type, select Goodness-of-Fit. Click on the pencil icon for Category Names and enter the range of cells containing the category names, such as A1:A5. Click on the pencil icon for Observed Counts and enter the range of cells containing the observed frequencies, such as B1:B5. Click on the pencil icon for Test Distribution and enter the range of cells containing the expected proportions in decimal form, such as C1:C5. Click OK to get the chi-square test statistic and the P-value.

**TI-83/84 Plus**

Enter the observed frequencies in list L1, then identify the expected frequencies and enter them in list L2. With a TI-84 Plus calculator, press Stat, select TESTS, select χ² GOF-Test, then enter L1 and L2 and the number of degrees of freedom when prompted. (The number of degrees of freedom is 1 less than the number of categories.) With a TI-83 Plus calculator, use the program X2GOF. Press PRGM, select X2GOF, then enter L1 and L2 when prompted. Results will include the test statistic and P-value.

---

An effective measure because that sum is always 0. Squaring the $O - E$ values provides a better statistic. (The reasons for squaring the $O - E$ values are essentially the same as the reasons for squaring the $x - \bar{x}$ values in the formula for standard deviation.) The value of $\sum (O - E)^2$ measures only the magnitude of the differences, but we need to find the magnitude of the differences relative to what was expected. This relative magnitude is found through division by the expected frequencies, as in the test statistic.

The theoretical distribution of $\sum (O - E)^2/E$ is a discrete distribution because the number of possible values is finite. The distribution can be approximated by a chi-square distribution, which is continuous. This approximation is generally considered acceptable, provided that all expected values $E$ are at least 5. (There are ways of circumventing the problem of an expected frequency that is less than 5, such as combining categories so that all expected frequencies are at least 5. Also, there are other methods that can be used when not all expected frequencies are at least 5.)

The number of degrees of freedom reflects the fact that we can freely assign frequencies to $k - 1$ categories before the frequency for every category is determined. (Although we say that we can “freely” assign frequencies to categories, we cannot have negative frequencies nor can we have frequencies so large that their sum exceeds the total of the observed frequencies for all categories combined.)
2. **Interpreting Values of $\chi^2$** When generating random digits as in Exercise 1, we can test the generated digits for goodness-of-fit with the distribution in which all of the digits are equally likely. What does an exceptionally large value of the $\chi^2$ test statistic suggest about the goodness-of-fit? What does an exceptionally small value of the $\chi^2$ test statistic (such as 0.002) suggest about the goodness-of-fit?

3. **Observed/Expected Frequencies** A wedding caterer randomly selects clients from the past few years and records the months in which the wedding receptions were held. The results are listed below (based on data from *The Amazing Almanac*). Assume that you want to test the claim that weddings occur in different months with the same frequency. Briefly describe what $O$ and $E$ represent, then find the values of $O$ and $E$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>5</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>13</td>
<td>17</td>
<td>11</td>
<td>10</td>
<td>12</td>
<td>8</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

4. **P-Value** When using the data from Exercise 3 to conduct a hypothesis test of the claim that weddings occur in the 12 months with equal frequency, we obtain the $P$-value of 0.477. What does that $P$-value tell us about the sample data? What conclusion should be made?

**In Exercises 5–20, conduct the hypothesis test and provide the test statistic, critical value and/or $P$-value, and state the conclusion.**

5. **Testing a Slot Machine** The author purchased a slot machine (Bally Model 809), and tested it by playing it 1197 times. There are 10 different categories of outcome, including no win, win with three bells, and so on. When testing the claim that the observed outcomes agree with the expected frequencies, the author obtained a test statistic of $\chi^2 = 8.185$. Use a 0.05 significance level to test the claim that the actual outcomes agree with the expected frequencies. Does the slot machine appear to be functioning as expected?

6. **Grade and Seating Location** Do “A” students tend to sit in a particular part of the classroom? The author recorded the locations of the students who received grades of A, with these results: 17 sat in the front, 9 sat in the middle, and 5 sat in the back of the classroom. When testing the assumption that the “A” students are distributed evenly throughout the room, the author obtained the test statistic of $\chi^2 = 7.226$. If using a 0.05 significance level, is there sufficient evidence to support the claim that the “A” students are not evenly distributed throughout the classroom? If so, does that mean you can increase your likelihood of getting an A by sitting in the front of the room?

7. **Pennies from Checks** When considering effects from eliminating the penny as a unit of currency in the United States, the author randomly selected 100 checks and recorded the cents portions of those checks. The table below lists those cents portions categorized according to the indicated values. Use a 0.05 significance level to test the claim that the four categories are equally likely. The author expected that many checks for whole dollar amounts would result in a disproportionately high frequency for the first category, but do the results support that expectation?

<table>
<thead>
<tr>
<th>Cents portion of check</th>
<th>0–24</th>
<th>25–49</th>
<th>50–74</th>
<th>75–99</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>61</td>
<td>17</td>
<td>10</td>
<td>12</td>
</tr>
</tbody>
</table>

8. **Flat Tire and Missed Class** A classic tale involves four carpooling students who missed a test and gave as an excuse a flat tire. On the makeup test, the instructor asked the students to identify the particular tire that went flat. If they really didn’t have a flat tire, would they be able to identify the same tire? The author asked 41 other students to identify the tire they would select. The results are listed in the following table (except for one student who selected the spare). Use a 0.05 significance level to test the author’s claim that the results fit a uniform distribution. What does the result suggest about the ability of the four students to select the same tire when they really didn’t have a flat?

<table>
<thead>
<tr>
<th>Tire</th>
<th>Left front</th>
<th>Right front</th>
<th>Left rear</th>
<th>Right rear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number selected</td>
<td>11</td>
<td>15</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>
9. **Pennies from Credit Card Purchases** When considering effects from eliminating the penny as a unit of currency in the United States, the author randomly selected the amounts from 100 credit card purchases and recorded the cents portions of those amounts. The table below lists those cents portions categorized according to the indicated values. Use a 0.05 significance level to test the claim that the four categories are equally likely. The author expected that many credit card purchases for whole dollar amounts would result in a disproportionately high frequency for the first category, but do the results support that expectation?

<table>
<thead>
<tr>
<th>Cents portion</th>
<th>0–24</th>
<th>25–49</th>
<th>50–74</th>
<th>75–99</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>33</td>
<td>16</td>
<td>23</td>
<td>28</td>
</tr>
</tbody>
</table>

10. **Occupational Injuries** Randomly selected nonfatal occupational injuries and illnesses are categorized according to the day of the week that they first occurred, and the results are listed below (based on data from the Bureau of Labor Statistics). Use a 0.05 significance level to test the claim that such injuries and illnesses occur with equal frequency on the different days of the week.

<table>
<thead>
<tr>
<th>Day</th>
<th>Mon</th>
<th>Tues</th>
<th>Wed</th>
<th>Thurs</th>
<th>Fri</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>23</td>
<td>23</td>
<td>21</td>
<td>21</td>
<td>19</td>
</tr>
</tbody>
</table>

11. **Loaded Die** The author drilled a hole in a die and filled it with a lead weight, then proceeded to roll it 200 times. Here are the observed frequencies for the outcomes of 1, 2, 3, 4, 5, and 6, respectively: 27, 31, 42, 40, 28, 32. Use a 0.05 significance level to test the claim that the outcomes are not equally likely. Does it appear that the loaded die behaves differently than a fair die?

12. **Births** Records of randomly selected births were obtained and categorized according to the day of the week that they occurred (based on data from the National Center for Health Statistics). Because babies are unfamiliar with our schedule of weekdays, a reasonable claim is that births occur on the different days with equal frequency. Use a 0.01 significance level to test that claim. Can you provide an explanation for the result?

<table>
<thead>
<tr>
<th>Day</th>
<th>Sun</th>
<th>Mon</th>
<th>Tues</th>
<th>Wed</th>
<th>Thurs</th>
<th>Fri</th>
<th>Sat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of births</td>
<td>77</td>
<td>110</td>
<td>124</td>
<td>122</td>
<td>120</td>
<td>123</td>
<td>97</td>
</tr>
</tbody>
</table>

13. **Kentucky Derby** The table below lists the frequency of wins for different post positions in the Kentucky Derby horse race. A post position of 1 is closest to the inside rail, so that horse has the shortest distance to run. (Because the number of horses varies from year to year, only the first ten post positions are included.) Use a 0.05 significance level to test the claim that the likelihood of winning is the same for the different post positions. Based on the result, should bettors consider the post position of a horse racing in the Kentucky Derby?

<table>
<thead>
<tr>
<th>Post Position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wins</td>
<td>19</td>
<td>14</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td>7</td>
<td>8</td>
<td>11</td>
<td>5</td>
<td>11</td>
</tr>
</tbody>
</table>

14. **Measuring Weights** Example 1 in this section is based on the principle that when certain quantities are measured, the last digits tend to be uniformly distributed, but if they are estimated or reported, the last digits tend to have disproportionately more 0s or 5s. The last digits of the September weights in Data Set 3 in Appendix B are summarized in the table below. Use a 0.05 significance level to test the claim that the last digits of 0, 1, 2, . . . , 9 occur with the same frequency. Based on the observed digits, what can be inferred about the procedure used to obtain the weights?

<table>
<thead>
<tr>
<th>Last digit</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>14</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

15. **UFO Sightings** Cases of UFO sightings are randomly selected and categorized according to month, with the results listed in the table below (based on data from Larry Hatch). Use a 0.05 significance level to test the claim that UFO sightings occur in the different months with
equal frequency. Is there any reasonable explanation for the two months that have the highest frequencies?

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>1239</td>
<td>1111</td>
<td>1428</td>
<td>1276</td>
<td>1102</td>
<td>1225</td>
<td>2233</td>
<td>2012</td>
<td>1680</td>
<td>1994</td>
<td>1648</td>
<td>1125</td>
</tr>
</tbody>
</table>

16. Violent Crimes Cases of violent crimes are randomly selected and categorized by month, with the results shown in the table below (based on data from the FBI). Use a 0.01 significance level to test the claim that the rate of violent crime is the same for each month. Can you explain the result?

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>786</td>
<td>704</td>
<td>835</td>
<td>826</td>
<td>900</td>
<td>868</td>
<td>920</td>
<td>901</td>
<td>856</td>
<td>862</td>
<td>783</td>
<td>797</td>
</tr>
</tbody>
</table>

17. Genetics The Advanced Placement Biology class at Mount Pearl Senior High School conducted genetics experiments with fruit flies, and the results in the following table are based on the results that they obtained. Use a 0.05 significance level to test the claim that the observed frequencies agree with the proportions that were expected according to principles of genetics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Red eye/normal wing</th>
<th>Sepia eye/normal wing</th>
<th>Red eye/vestigial wing</th>
<th>Sepia eye/vestigial wing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>59</td>
<td>15</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Expected proportion</td>
<td>9/16</td>
<td>3/16</td>
<td>3/16</td>
<td>1/16</td>
</tr>
</tbody>
</table>

18. Do World War II Bomb Hits Fit a Poisson Distribution? In analyzing hits by V-1 buzz bombs in World War II, South London was subdivided into regions, each with an area of 0.25 km². Shown below is a table of actual frequencies of hits and the frequencies expected with the Poisson distribution. (The Poisson distribution is described in Section 5-5.) Use the values listed and a 0.05 significance level to test the claim that the actual frequencies fit a Poisson distribution.

<table>
<thead>
<tr>
<th>Number of bomb hits</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4 or more</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual number of regions</td>
<td>229</td>
<td>211</td>
<td>93</td>
<td>35</td>
<td>8</td>
</tr>
<tr>
<td>Expected number of regions (from Poisson distribution)</td>
<td>227.5</td>
<td>211.4</td>
<td>97.9</td>
<td>30.5</td>
<td>8.7</td>
</tr>
</tbody>
</table>

19. M&M Candies Mars, Inc. claims that its M&M plain candies are distributed with the following color percentages: 16% green, 20% orange, 14% yellow, 24% blue, 13% red, and 13% brown. Refer to Data Set 18 in Appendix B and use the sample data to test the claim that the color distribution is as claimed by Mars, Inc. Use a 0.05 significance level.

20. Bias in Clinical Trials? Researchers investigated the issue of race and equality of access to clinical trials. The table below shows the population distribution and the numbers of participants in clinical trials involving lung cancer (based on data from “Participation in Cancer Clinical Trials,” by Murthy, Krumholz, and Gross, Journal of the American Medical Association, Vol. 291, No. 22). Use a 0.01 significance level to test the claim that the distribution of clinical trial participants fits well with the population distribution. Is there a race/ethnic group that appears to be very underrepresented?

<table>
<thead>
<tr>
<th>Race/ethnicity</th>
<th>White non-Hispanic</th>
<th>Hispanic</th>
<th>Black</th>
<th>Asian/Pacific Islander</th>
<th>American Indian/Alaskan Native</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution of Population</td>
<td>75.6%</td>
<td>9.1%</td>
<td>10.8%</td>
<td>3.8%</td>
<td>0.7%</td>
</tr>
<tr>
<td>Number in Lung Cancer Clinical Trials</td>
<td>3855</td>
<td>60</td>
<td>316</td>
<td>54</td>
<td>12</td>
</tr>
</tbody>
</table>
Benford's Law. According to Benford's law, a variety of different data sets include numbers with leading (first) digits that follow the distribution shown in the table below. In Exercises 21–24, test for goodness-of-fit with Benford's law.

<table>
<thead>
<tr>
<th>Leading Digit</th>
<th>Benford's law: distribution of leading digits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30.1%  17.6%  12.5%  9.7%  7.9%  6.7%  5.8%  5.1%  4.6%</td>
</tr>
</tbody>
</table>

21. Detecting Fraud When working for the Brooklyn District Attorney, investigator Robert Burton analyzed the leading digits of the amounts from 784 checks issued by seven suspect companies. The frequencies were found to be 0, 15, 0, 76, 479, 183, 8, 23, and 0, and those digits correspond to the leading digits of 1, 2, 3, 4, 5, 6, 7, 8, and 9, respectively. If the observed frequencies are substantially different from the frequencies expected with Benford's law, the check amounts appear to result from fraud. Use a 0.01 significance level to test for goodness-of-fit with Benford's law. Does it appear that the checks are the result of fraud?

22. Author's Check Amounts Exercise 21 lists the observed frequencies of leading digits from amounts on checks from seven suspect companies. Here are the observed frequencies of the leading digits from the amounts on checks written by the author: 68, 40, 18, 19, 8, 20, 6, 9, 12. (Those observed frequencies correspond to the leading digits of 1, 2, 3, 4, 5, 6, 7, 8, and 9, respectively.) Using a 0.05 significance level, test the claim that these leading digits are from a population of leading digits that conform to Benford's law. Do the author's check amounts appear to be legitimate?

23. Political Contributions Amounts of recent political contributions are randomly selected, and the leading digits are found to have frequencies of 52, 40, 23, 20, 21, 9, 8, 9, and 30. (Those observed frequencies correspond to the leading digits of 1, 2, 3, 4, 5, 6, 7, 8, and 9, respectively, and they are based on data from "Breaking the (Benford) Law: Statistical Fraud Detection in Campaign Finance," by Cho and Gaines, American Statistician, Vol. 61, No. 3.) Using a 0.01 significance level, test the observed frequencies for goodness-of-fit with Benford's law. Does it appear that the political campaign contributions are legitimate?

24. Check Amounts In the trial of State of Arizona vs. Wayne James Nelson, the defendant was accused of issuing checks to a vendor that did not really exist. The amounts of the checks are listed below in order by row. When testing for goodness-of-fit with the proportions expected with Benford's law, it is necessary to combine categories because not all expected values are at least 5. Use one category with leading digits of 1, a second category with leading digits of 2, 3, 4, 5, and a third category with leading digits of 6, 7, 8, 9. Using a 0.01 significance level, is there sufficient evidence to conclude that the leading digits on the checks do not conform to Benford's law?

$ 1,927.48 $27,902.31 $86,241.90 $72,117.46 $81,321.75 $97,473.96
$93,249.11 $89,658.16 $87,776.89 $92,105.83 $79,949.16 $87,602.93
$96,879.27 $91,806.47 $84,991.67 $90,831.83 $93,766.67 $88,336.72
$94,639.49 $83,709.26 $96,412.21 $88,432.86 $71,552.16

25. Testing Effects of Outliers In conducting a test for the goodness-of-fit as described in this section, does an outlier have much of an effect on the value of the $\chi^2$ test statistic? Test for the effect of an outlier in Example 1 after changing the first frequency in Table 11-2 from 7 to 70. Describe the general effect of an outlier.

26. Testing Goodness-of-Fit with a Normal Distribution Refer to Data Set 21 in Appendix B for the axial loads (in pounds) of the aluminum cans that are 0.0109 in. thick.
### Contingency Tables

#### Key Concept
In this section we consider *contingency tables* (or *two-way frequency tables*), which include frequency counts for categorical data arranged in a table with at least two rows and at least two columns. In Part 1 of this section, we present a method for conducting a hypothesis test of the null hypothesis that the row and column variables are independent of each other. This test of independence is used in real applications quite often. In Part 2, we will use the same method for a test of homogeneity, whereby we test the claim that different populations have the same proportion of some characteristics.

#### Part 1: Basic Concepts of Testing for Independence

In this section we use standard statistical methods to analyze frequency counts in a contingency table (or two-way frequency table). We begin with the definition of a contingency table.

**Definition**

A *contingency table* (or *two-way frequency table*) is a table in which frequencies correspond to two variables. (One variable is used to categorize rows, and a second variable is used to categorize columns.)

**Example 1**

*Contingency Table from Echinacea Experiment* Table 11-6 is a contingency table with two rows and three columns. The cells of the table contain frequencies. The row variable identifies whether the subjects became infected, and the column variable identifies the treatment group (placebo, 20% extract group, or 60% extract group).

<table>
<thead>
<tr>
<th>Treatment Group</th>
<th>Placebo</th>
<th>Echinacea: 20% extract</th>
<th>Echinacea: 60% extract</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infected</td>
<td>88</td>
<td>48</td>
<td>42</td>
</tr>
<tr>
<td>Not infected</td>
<td>15</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>
We will now consider a hypothesis test of independence between the row and column variables in a contingency table. We first define a test of independence.

A test of independence tests the null hypothesis that in a contingency table, the row and column variables are independent.

**Objective**
Conduct a hypothesis test for independence between the row variable and column variable in a contingency table.

**Notation**
- \( O \) represents the observed frequency in a cell of a contingency table.
- \( E \) represents the expected frequency in a cell, found by assuming that the row and column variables are independent.
- \( r \) represents the number of rows in a contingency table (not including labels).
- \( c \) represents the number of columns in a contingency table (not including labels).

**Requirements**
1. The sample data are randomly selected.
2. The sample data are represented as frequency counts in a two-way table.
3. For every cell in the contingency table, the expected frequency \( E \) is at least 5. (There is no requirement that every observed frequency must be at least 5. Also, there is no requirement that the population must have a normal distribution or any other specific distribution.)

**Null and Alternative Hypotheses**
The null and alternative hypotheses are as follows:
- \( H_0: \) The row and column variables are independent.
- \( H_1: \) The row and column variables are dependent.

**Test Statistic for a Test of Independence**

\[
\chi^2 = \sum \frac{(O - E)^2}{E}
\]

where \( O \) is the observed frequency in a cell and \( E \) is the expected frequency found by evaluating

\[
E = \frac{\text{(row total)} \times \text{(column total)}}{\text{(grand total)}}
\]

**Critical Values**
1. The critical values are found in Table A-4 using

\[
\text{degrees of freedom} = (r - 1)(c - 1)
\]

where \( r \) is the number of rows and \( c \) is the number of columns.

2. Tests of independence with a contingency table are always right-tailed.

**P-Values**
P-values are typically provided by computer software, or a range of P-values can be found from Table A-4.
The test statistic allows us to measure the amount of disagreement between the frequencies actually observed and those that we would theoretically expect when the two variables are independent. Large values of the $\chi^2$ test statistic are in the rightmost region of the chi-square distribution, and they reflect significant differences between observed and expected frequencies. The distribution of the test statistic $\chi^2$ can be approximated by the chi-square distribution, provided that all expected frequencies are at least 5. The number of degrees of freedom $(r - 1)(c - 1)$ reflects the fact that because we know the total of all frequencies in a contingency table, we can freely assign frequencies to only $r - 1$ rows and $c - 1$ columns before the frequency for every cell is determined. (However, we cannot have negative frequencies or frequencies so large that any row (or column) sum exceeds the total of the observed frequencies for that row (or column).)

**Finding Expected Values $E$**

The test statistic $\chi^2$ is found by using the values of $O$ (observed frequencies) and the values of $E$ (expected frequencies). The expected frequency $E$ can be found for a cell by simply multiplying the total of the row frequencies by the total of the column frequencies, then dividing by the grand total of all frequencies, as shown in Example 2.

**Example 2** Finding Expected Frequency Refer to Table 11-6 and find the expected frequency for the first cell, where the observed frequency is 88.

**Solution**

The first cell lies in the first row (with a total frequency of 178) and the first column (with total frequency of 103). The “grand total” is the sum of all frequencies in the table, which is 207. The expected frequency of the first cell is

$$E = \frac{\text{row total} \cdot \text{column total}}{\text{grand total}} = \frac{(178)(103)}{207} = 88.570$$

**Interpretation**

We know that the first cell has an observed frequency of $O = 88$ and an expected frequency of $E = 88.570$. We can interpret the expected value by stating that if we assume that getting an infection is independent of the treatment, then we expect to find that 88.570 of the subjects would be given a placebo and would get an infection. There is a discrepancy between $O = 88$ and $E = 88.570$, and such discrepancies are key components of the test statistic.

To better understand expected frequencies, pretend that we know only the row and column totals, as in Table 11-7, and that we must fill in the cell expected frequencies by assuming independence (or no relationship) between the row and column variables. In the first row, 178 of the 207 subjects got infections, so $P(\text{infection}) = 178/207$. In the first column, 103 of the 207 subjects were given a placebo, so $P(\text{placebo}) = 103/207$. Because we are assuming independence between getting an infection and the treatment group, the multiplication rule for independent events $[P(A \text{ and } B) = P(A) \cdot P(B)]$ is expressed as

$$P(\text{infection and placebo}) = P(\text{infection}) \cdot P(\text{placebo}) = \frac{178}{207} \cdot \frac{103}{207}$$
We can now find the expected value for the first cell by multiplying the probability for that cell by the total number of subjects, as shown here:

\[ E = n \cdot p = 207 \left( \frac{178}{207} \cdot \frac{103}{207} \right) = 88.570 \]

The form of this product suggests a general way to obtain the expected frequency of a cell:

\[ \text{Expected frequency } E = \frac{\text{(grand total)} \cdot \text{(row total)}}{\text{(grand total)}} \cdot \frac{\text{column total)}}{\text{(grand total)}} \]

This expression can be simplified to

\[ E = \frac{\text{(row total)} \cdot \text{(column total)}}{\text{(grand total)}} \]

We can now proceed to conduct a hypothesis test of independence, as in Example 3.

---

**Table 11-7 Results from Experiment with Echinacea**

<table>
<thead>
<tr>
<th>Treatment Group</th>
<th>Placebo</th>
<th>Echinacea: 20% extract</th>
<th>Echinacea: 60% extract</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not infected</td>
<td>103</td>
<td>52</td>
<td>52</td>
</tr>
<tr>
<td><strong>Row totals:</strong></td>
<td><strong>178</strong></td>
<td><strong>52</strong></td>
<td><strong>52</strong></td>
</tr>
<tr>
<td><strong>Column totals:</strong></td>
<td><strong>103</strong></td>
<td><strong>52</strong></td>
<td><strong>52</strong></td>
</tr>
<tr>
<td><strong>Grand total:</strong></td>
<td><strong>207</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Does Echinacea Have an Effect on Colds?** Common colds are typically caused by a rhinovirus. In a test of the effectiveness of echinacea, some test subjects were treated with echinacea extracted with 20% ethanol, some were treated with echinacea extracted with 60% ethanol, and others were given a placebo. All of the test subjects were then exposed to rhinovirus. Results are summarized in Table 11-6 (based on data from “An Evaluation of Echinacea angustifolia in Experimental Rhinovirus Infections,” by Turner, et al., *New England Journal of Medicine*, Vol. 353, No. 4). Use a 0.05 significance level to test the claim that getting an infection (cold) is independent of the treatment group. What does the result indicate about the effectiveness of echinacea as a treatment for colds?

---

**SOLUTION**

**REQUIREMENT CHECK**
1. The subjects were recruited and were randomly assigned to the different treatment groups.
2. The results are expressed as frequency counts in Table 11-6.
3. The expected frequencies are all at least 5. (The expected frequencies are 88.570, 44.715, 44.715, 14.430, 7.285, and 7.285.) The requirements are satisfied.

The null hypothesis and alternative hypothesis are as follows:

\[ H_0: \text{Getting an infection is independent of the treatment.} \]
\[ H_1: \text{Getting an infection and the treatment are dependent.} \]

The significance level is \( \alpha = 0.05 \).

Because the data are in the form of a contingency table, we use the \( \chi^2 \) distribution with this test statistic:

\[ \chi^2 = \sum \frac{(O - E)^2}{E} = \frac{(88 - 88.570)^2}{88.570} + \ldots + \frac{(10 - 7.285)^2}{7.285} = 2.925 \]
The critical value of \( \chi^2 = 5.991 \) is found from Table A-4 with \( \alpha = 0.05 \) in the right tail and the number of degrees of freedom given by \( (r - 1)(c - 1) = (2 - 1)(3 - 1) = 2 \). The test statistic and critical value are shown in Figure 11-5. Because the test statistic does not fall within the critical region, we fail to reject the null hypothesis of independence between getting an infection and treatment.

**INTERPRETATION**

It appears that getting an infection is independent of the treatment group. This suggests that echinacea is not an effective treatment for colds.

**Figure 11-5**

Test of Independence for the Echinacea Data

\[
\begin{align*}
\chi^2 &= 5.991 \\
\text{Sample data: } \chi^2 &= 2.925
\end{align*}
\]

### P-Values

The preceding example used the traditional approach to hypothesis testing, but we can easily use the \( P \)-value approach. STATDISK, Minitab, Excel, and the TI-83/84 Plus calculator all provide \( P \)-values for tests of independence in contingency tables. (See Example 4.) If you don’t have a suitable calculator or statistical software, estimate \( P \)-values from Table A-4 by finding where the test statistic falls in the row corresponding to the appropriate number of degrees of freedom.

**EXAMPLE 4**

**Is the Nurse a Serial Killer?** Table 11-1 provided with the Chapter Problem consists of a contingency table with a row variable (whether Kristen Gilbert was on duty) and a column variable (whether the shift included a death). Test the claim that whether Gilbert was on duty for a shift is independent of whether a patient died during the shift. Because this is such a serious analysis, use a significance level of 0.01. What does the result suggest about the charge that Gilbert killed patients?

**SOLUTION**

**REQUIREMENT CHECK**

1. The data in Table 11-1 can be treated as random data for the purpose of determining whether such random data could easily occur by chance.
2. The sample data are represented as frequency counts in a two-way table.
3. Each expected frequency is at least 5. (The expected frequencies are 11.589, 245.411, 62.411, and 1321.589.) The requirements are satisfied.
The null hypothesis and alternative hypothesis are as follows:

\( H_0: \) Whether Gilbert was working is independent of whether there was a death during the shift.

\( H_1: \) Whether Gilbert was working and whether there was a death during the shift are dependent.

Minitab shows that the test statistic is \( \chi^2 = 86.481 \) and the \( P \)-value is 0.000. Because the \( P \)-value is less than the significance level of 0.01, we reject the null hypothesis of independence. There is sufficient evidence to warrant rejection of independence between the row and column variables.

\[ \chi^2 = 86.481 \]

**MINITAB**

Expected counts are printed below observed counts
Chi-Square contributions are printed below expected counts

<table>
<thead>
<tr>
<th></th>
<th>Death</th>
<th>No Death</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>217</td>
<td>257</td>
</tr>
<tr>
<td></td>
<td>11.59</td>
<td>245.41</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>34</td>
<td>1350</td>
<td>1384</td>
</tr>
<tr>
<td></td>
<td>62.41</td>
<td>1321.59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12.933</td>
<td>0.611</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>74</td>
<td>1567</td>
<td>1641</td>
</tr>
</tbody>
</table>

\( \chi^2 = 86.481, \text{ DF} = 1, \text{ P-Value} = \ 0.000 \)

**INTERPRETATION**

We reject independence between whether Gilbert was working and whether a patient died during a shift. It appears that there is an association between Gilbert working and patients dying. (Note that this does not show that Gilbert caused the deaths, so this is not evidence that could be used at her trial, but it was evidence that led investigators to pursue other evidence that eventually led to her conviction for murder.)

As in Section 11-2, if observed and expected frequencies are close, the \( \chi^2 \) test statistic will be small and the \( P \)-value will be large. If observed and expected frequencies are not close, the \( \chi^2 \) test statistic will be large and the \( P \)-value will be small. These relationships are summarized and illustrated in Figure 11-6 on the next page.

**Part 2: Test of Homogeneity and the Fisher Exact Test**

**Test of Homogeneity**

In Part 1 of this section, we focused on the test of independence between the row and column variables in a contingency table. In Part 1, the sample data are from one population, and individual sample results are categorized with the row and column variables. However, we sometimes obtain samples drawn from different populations, and we want to determine whether those populations have the same proportions of the characteristics being considered. The test of homogeneity can be used in such cases. (The word homogeneous means “having the same quality,” and in this context, we are testing to determine whether the proportions are the same.)

**DEFINITION**

In a test of homogeneity, we test the claim that different populations have the same proportions of some characteristics.
Influence of Gender

Does a pollster’s gender have an effect on poll responses by men? A U.S. News & World Report article about polls stated: “On sensitive issues, people tend to give ‘acceptable’ rather than honest responses; their answers may depend on the gender or race of the interviewer.” To support that claim, data were provided for an Eagleton Institute poll in which surveyed men were asked if they agreed with this statement: “Abortion is a private matter that should be left to the woman to decide without government intervention.” We will analyze the effect of gender on male survey subjects only. Table 11-8 is based on the responses of surveyed men. Assume that the survey was designed so that male interviewers were instructed to obtain 800 responses from male subjects, and female interviewers were instructed to obtain 400 responses from male subjects. Using a 0.05 significance level, test the claim that the proportions of agree/disagree responses are the same for the subjects interviewed by men and the subjects interviewed by women.

**Table 11-8  Gender and Survey Responses**

<table>
<thead>
<tr>
<th>Gender of Interviewer</th>
<th>Men</th>
<th>Woman</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men who agree</td>
<td>560</td>
<td>308</td>
</tr>
<tr>
<td>Men who disagree</td>
<td>240</td>
<td>92</td>
</tr>
</tbody>
</table>
**Requirement Check**

1. The data are random.
2. The sample data are represented as frequency counts in a two-way table.
3. The expected frequencies (shown in the accompanying Minitab display as 578.67, 289.33, 221.33, and 110.67) are all at least 5. All of the requirements are satisfied.

Because this is a test of homogeneity, we test the claim that the proportions of agree/disagree responses are the same for the subjects interviewed by males and the subjects interviewed by females. We have two separate populations (subjects interviewed by men and subjects interviewed by women), and we test for homogeneity with these hypotheses:

- \( H_0: \) The proportions of agree/disagree responses are the same for the subjects interviewed by men and the subjects interviewed by women.
- \( H_1: \) The proportions are different.

The significance level is \( \alpha = 0.05 \). We use the same \( \chi^2 \) test statistic described earlier, and it is calculated using the same procedure. Instead of listing the details of that calculation, we provide the Minitab display for the data in Table 11-8.

**Minitab**

The Minitab display shows the expected frequencies of 578.67, 289.33, 221.33, and 110.67. It also includes the test statistic of \( \chi^2 = 6.529 \) and the \( P \)-value of 0.011. Using the \( P \)-value approach to hypothesis testing, we reject the null hypothesis of equal (homogeneous) proportions (because the \( P \)-value of 0.011 is less than 0.05). There is sufficient evidence to warrant rejection of the claim that the proportions are the same.

**Interpretation**

It appears that response and the gender of the interviewer are dependent. Although this statistical analysis cannot be used to justify any statement about causality, it does appear that men are influenced by the gender of the interviewer.

**Fisher Exact Test**

The procedures for testing hypotheses with contingency tables with two rows and two columns (2 \( \times \) 2) have the requirement that every cell must have an expected frequency of at least 5. This requirement is necessary for the \( \chi^2 \) distribution to be a suitable approximation to the exact distribution of the \( \chi^2 \) test statistic. The *Fisher exact test* is often used for a 2 \( \times \) 2 contingency table with one or more expected frequencies that are below 5. The Fisher exact test provides an *exact* \( P \)-value and does not require an approximation technique. Because the calculations are quite complex, it’s a good idea to use computer software when using the Fisher exact test. STATDISK and Minitab both have the ability to perform the Fisher exact test.
**Chapter 11**

Goodness-of-Fit and Contingency Tables

**USING TECHNOLOGY**

Enter the observed frequencies in the Data Window as they appear in the contingency table. Select Analysis from the main menu, then select Contingency Tables. Enter a significance level and proceed to identify the columns containing the frequencies. Click on Evaluate. The STATDISK results include the test statistic, critical value, P-value, and conclusion, as shown in the display resulting from Table 11-1.

**STATDISK**

<table>
<thead>
<tr>
<th>Paralytic polio</th>
<th>No paralytic polio</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>200,712</td>
</tr>
<tr>
<td>115</td>
<td>201,114</td>
</tr>
</tbody>
</table>

**EXCEL**

You must enter the observed frequencies, and you must also determine and enter the expected frequencies. When finished, click on the $\chi^2$ icon in the menu bar, select the function category of Statistical, and then select the function name CHITEST (or CHISQ.TEST in Excel 2010). You must enter the range of values for the observed frequencies and the range of values for the expected frequencies. Only the $P$-value is provided. (DDXL can also be used by selecting Tables, then Indep. Test for Summ Data.)

**TI-83/84 PLUS**

First enter the contingency table as a matrix by pressing 2nd $x^{-1}$ to get the MATRIX menu (or the MATRIX key on the TI-83). Select EDIT, and press ENTER. Enter the dimensions of the matrix (rows by columns) and proceed to enter the individual frequencies. When finished, press STAT, select TESTS, and then select the option $\chi^2$-Test. Be sure that the observed matrix is the one you entered, such as matrix A. The expected frequencies will be automatically calculated and stored in the separate matrix identified as “Expected.” Scroll down to Calculate and press ENTER to get the test statistic, $P$-value, and number of degrees of freedom.

**Minitab**

First enter the observed frequencies in columns, then select Stat from the main menu bar. Next select the option Tables, then select Chi Square Test (Two-Way Table in Worksheet) and enter the names of the columns containing the observed frequencies, such as C1 C2 C3 C4. Minitab provides the test statistic and $P$-value, the expected frequencies, and the individual terms of the $\chi^2$ test statistic. See the Minitab displays that accompany Examples 4 and 5.

---

11-3 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Polio Vaccine** Results of a test of the Salk vaccine against polio are summarized in the table below. If we test the claim that getting paralytic polio is independent of whether the child was treated with the Salk vaccine or was given a placebo, the TI-83/84 Plus calculator provides a $P$-value of $1.732517 \times 10^{-11}$, which is in scientific notation. Write the $P$-value in a standard form that is not in scientific notation. Based on the $P$-value, what conclusion should we make? Does the vaccine appear to be effective?

<table>
<thead>
<tr>
<th></th>
<th>Paralytic polio</th>
<th>No paralytic polio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salk vaccine</td>
<td>33</td>
<td>200,712</td>
</tr>
<tr>
<td>Placebo</td>
<td>115</td>
<td>201,114</td>
</tr>
</tbody>
</table>

2. **Cause and Effect** Based on the data in the table provided with Exercise 1, can we conclude that the Salk vaccine causes a decrease in the rate of paralytic polio? Why or why not?

3. **Interpreting P-Value** Refer to the $P$-value given in Exercise 1. Interpret that $P$-value by completing this statement: The $P$-value is the probability of .

4. **Right-Tailed Test** Why are the hypothesis tests described in this section always right-tailed, as in Example 1?

In Exercises 5 and 6, test the given claim using the displayed software results.

5. **Home Field Advantage** Winning team data were collected for teams in different sports, with the results given in the accompanying table (based on data from “Predicting Professional
Sports Game Outcomes from Intermediate Game Scores,” by Copper, DeNeve, and Mosteller, Chance, Vol. 5, No. 3–4. The TI-83/84 Plus results are also displayed. Use a 0.05 level of significance to test the claim that home/visitor wins are independent of the sport.

<table>
<thead>
<tr>
<th></th>
<th>Basketball</th>
<th>Baseball</th>
<th>Hockey</th>
<th>Football</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home team wins</td>
<td>127</td>
<td>53</td>
<td>50</td>
<td>57</td>
</tr>
<tr>
<td>Visiting wins</td>
<td>71</td>
<td>47</td>
<td>43</td>
<td>42</td>
</tr>
</tbody>
</table>

6. Crime and Strangers The Minitab display results from the table below, which lists data obtained from randomly selected crime victims (based on data from the U.S. Department of Justice). What can we conclude?

<table>
<thead>
<tr>
<th></th>
<th>Homicide</th>
<th>Robbery</th>
<th>Assault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criminal was a stranger</td>
<td>12</td>
<td>379</td>
<td>727</td>
</tr>
<tr>
<td>Criminal was acquaintance or relative</td>
<td>39</td>
<td>106</td>
<td>642</td>
</tr>
</tbody>
</table>

Minitab

Chi-Sq = 119.330, DF = 2, P-Value = 0.000

In Exercises 7–22, test the given claim.

7. Instant Replay in Tennis The table below summarizes challenges made by tennis players in the first U.S. Open that used the Hawk-Eye electronic instant replay system. Use a 0.05 significance level to test the claim that success in challenges is independent of the gender of the player. Does either gender appear to be more successful?

<table>
<thead>
<tr>
<th>Was the challenge to the call successful?</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>201</td>
<td>288</td>
</tr>
<tr>
<td>Women</td>
<td>126</td>
<td>224</td>
</tr>
</tbody>
</table>

8. Open Roof or Closed Roof? In a recent baseball World Series, the Houston Astros wanted to close the roof on their domed stadium so that fans could make noise and give the team a better advantage at home. However, the Astros were ordered to keep the roof open, unless weather conditions justified closing it. But does the closed roof really help the Astros? The table below shows the results from home games during the season leading up to the World Series. Use a 0.05 significance level to test for independence between wins and whether the roof is open or closed. Does it appear that a closed roof really gives the Astros an advantage?

<table>
<thead>
<tr>
<th></th>
<th>Win</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed roof</td>
<td>36</td>
<td>17</td>
</tr>
<tr>
<td>Open roof</td>
<td>15</td>
<td>11</td>
</tr>
</tbody>
</table>

9. Testing a Lie Detector The table below includes results from polygraph (lie detector) experiments conducted by researchers Charles R. Honts (Boise State University) and Gordon H. Barland (Department of Defense Polygraph Institute). In each case, it was known if the subject lied or did not lie, so the table indicates when the polygraph test was correct. Use a 0.05 significance level to test the claim that whether a subject lies is independent of the polygraph test indication. Do the results suggest that polygraphs are effective in distinguishing between truths and lies?

<table>
<thead>
<tr>
<th>Did the Subject Actually Lie?</th>
<th>Polygraph test indicated that the subject lied.</th>
<th>Polygraph test indicated that the subject did not lie.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No (Did Not Lie)</td>
<td>15</td>
<td>32</td>
</tr>
<tr>
<td>Yes (Lied)</td>
<td>42</td>
<td>9</td>
</tr>
</tbody>
</table>
10. Clinical Trial of Chantix Chantix is a drug used as an aid for those who want to stop smoking. The adverse reaction of nausea has been studied in clinical trials, and the table below summarizes results (based on data from Pfizer). Use a 0.01 significance level to test the claim that nausea is independent of whether the subject took a placebo or Chantix. Does nausea appear to be a concern for those using Chantix?

<table>
<thead>
<tr>
<th></th>
<th>Placebo</th>
<th>Chantix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nausea</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>No nausea</td>
<td>795</td>
<td>791</td>
</tr>
</tbody>
</table>

11. Amalgam Tooth Fillings The table below shows results from a study in which some patients were treated with amalgam restorations and others were treated with composite restorations that do not contain mercury (based on data from “Neuropsychological and Renal Effects of Dental Amalgam in Children,” by Bellinger, et al., Journal of the American Medical Association, Vol. 295, No. 15). Use a 0.05 significance level to test for independence between the type of restoration and the presence of any adverse health conditions. Do amalgam restorations appear to affect health conditions?

<table>
<thead>
<tr>
<th></th>
<th>Amalgam</th>
<th>Composite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adverse health condition reported</td>
<td>135</td>
<td>145</td>
</tr>
<tr>
<td>No adverse health condition reported</td>
<td>132</td>
<td>122</td>
</tr>
</tbody>
</table>

12. Amalgam Tooth Fillings In recent years, concerns have been expressed about adverse health effects from amalgam dental restorations, which include mercury. The table below shows results from a study in which some patients were treated with amalgam restorations and others were treated with composite restorations that do not contain mercury (based on data from “Neuropsychological and Renal Effects of Dental Amalgam in Children,” by Bellinger, et al., Journal of the American Medical Association, Vol. 295, No. 15). Use a 0.05 significance level to test for independence between the type of restoration and sensory disorders. Do amalgam restorations appear to affect sensory disorders?

<table>
<thead>
<tr>
<th></th>
<th>Amalgam</th>
<th>Composite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensory disorder</td>
<td>36</td>
<td>28</td>
</tr>
<tr>
<td>No sensory disorder</td>
<td>231</td>
<td>239</td>
</tr>
</tbody>
</table>

13. Is Sentence Independent of Plea? Many people believe that criminals who plead guilty tend to get lighter sentences than those who are convicted in trials. The accompanying table summarizes randomly selected sample data for San Francisco defendants in burglary cases (based on data from “Does It Pay to Plead Guilty? Differential Sentencing and the Functioning of the Criminal Courts,” by Brereton and Casper, Law and Society Review, Vol. 16, No. 1). All of the subjects had prior prison sentences. Use a 0.05 significance level to test the claim that the sentence (sent to prison or not sent to prison) is independent of the plea. If you were an attorney defending a guilty defendant, would these results suggest that you should encourage a guilty plea?

<table>
<thead>
<tr>
<th></th>
<th>Guilty Plea</th>
<th>Not Guilty Plea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sent to prison</td>
<td>392</td>
<td>58</td>
</tr>
<tr>
<td>Not sent to prison</td>
<td>564</td>
<td>14</td>
</tr>
</tbody>
</table>

14. Is the Vaccine Effective? In a USA Today article about an experimental vaccine for children, the following statement was presented: “In a trial involving 1602 children, only 14 (1%) of the 1070 who received the vaccine developed the flu, compared with 95 (18%) of the 532 who got a placebo.” The data are shown in the table below. Use a 0.05 significance level to test for independence between the variable of treatment (vaccine or placebo) and the variable representing flu (developed flu, did not develop flu). Does the vaccine appear to be effective?

<table>
<thead>
<tr>
<th></th>
<th>Guilty Plea</th>
<th>Not Guilty Plea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sent to prison</td>
<td>392</td>
<td>58</td>
</tr>
<tr>
<td>Not sent to prison</td>
<td>564</td>
<td>14</td>
</tr>
</tbody>
</table>
15. **Which Treatment Is Better?** A randomized controlled trial was designed to compare the effectiveness of splinting versus surgery in the treatment of carpal tunnel syndrome. Results are given in the table below (based on data from “Splinting vs. Surgery in the Treatment of Carpal Tunnel Syndrome,” by Gerritsen, et al., *Journal of the American Medical Association*, Vol. 288, No. 10). The results are based on evaluations made one year after the treatment. Using a 0.01 significance level, test the claim that success is independent of the type of treatment. What do the results suggest about treating carpal tunnel syndrome?

<table>
<thead>
<tr>
<th></th>
<th>Successful Treatment</th>
<th>Unsuccessful Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Splint treatment</td>
<td>60</td>
<td>23</td>
</tr>
<tr>
<td>Surgery treatment</td>
<td>67</td>
<td>6</td>
</tr>
</tbody>
</table>

16. **Norovirus on Cruise Ships** The *Queen Elizabeth II* cruise ship and Royal Caribbean’s *Freedom of the Seas* cruise ship both experienced outbreaks of norovirus within two months of each other. Results are shown in the table below. Use a 0.05 significance level to test the claim that getting norovirus is independent of the ship. Based on these results, does it appear that an outbreak of norovirus has the same effect on different ships?

<table>
<thead>
<tr>
<th></th>
<th>Norovirus</th>
<th>No norovirus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queen Elizabeth II</td>
<td>276</td>
<td>1376</td>
</tr>
<tr>
<td>Freedom of the Seas</td>
<td>338</td>
<td>3485</td>
</tr>
</tbody>
</table>

17. **Global Warming Survey** A Pew Research poll was conducted to investigate opinions about global warming. The respondents who answered yes when asked if there is solid evidence that the earth is getting warmer were then asked to select a cause of global warming. The results are given in the table below. Use a 0.05 significance level to test the claim that the sex of the respondent is independent of the choice for the cause of global warming. Do men and women appear to agree, or is there a substantial difference?

<table>
<thead>
<tr>
<th></th>
<th>Human activity</th>
<th>Natural patterns</th>
<th>Don't know or refused to answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>314</td>
<td>146</td>
<td>44</td>
</tr>
<tr>
<td>Female</td>
<td>308</td>
<td>162</td>
<td>46</td>
</tr>
</tbody>
</table>

18. **Global Warming Survey** A Pew Research poll was conducted to investigate opinions about global warming. The respondents who answered yes when asked if there is solid evidence that the earth is getting warmer were then asked to select a cause of global warming. The results for two age brackets are given in the table below. Use a 0.01 significance level to test the claim that the age bracket is independent of the choice for the cause of global warming. Do respondents from both age brackets appear to agree, or is there a substantial difference?

<table>
<thead>
<tr>
<th></th>
<th>Human activity</th>
<th>Natural patterns</th>
<th>Don't know or refused to answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Under 30</td>
<td>108</td>
<td>41</td>
<td>7</td>
</tr>
<tr>
<td>65 and over</td>
<td>121</td>
<td>71</td>
<td>43</td>
</tr>
</tbody>
</table>

19. **Clinical Trial of Campral** Campral is a drug used to help patients continue their abstinence from the use of alcohol. Adverse reactions of Campral have been studied in clinical trials, and the table below summarizes results for digestive system effects among patients from different treatment groups (based on data from Forest Pharmaceuticals, Inc.). Use a 0.01 significance level to test the claim that experiencing an adverse reaction in the digestive system is
independent of the treatment group. Does Campral treatment appear to have an effect on the digestive system?

<table>
<thead>
<tr>
<th></th>
<th>Placebo</th>
<th>Campral 1332 mg</th>
<th>Campral 1998 mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adverse effect on digestive system</td>
<td>344</td>
<td>89</td>
<td>8</td>
</tr>
<tr>
<td>No effect on digestive system</td>
<td>1362</td>
<td>774</td>
<td>71</td>
</tr>
</tbody>
</table>

20. Is Seat Belt Use Independent of Cigarette Smoking? A study of seat belt users and nonusers yielded the randomly selected sample data summarized in the given table (based on data from “What Kinds of People Do Not Use Seat Belts?” by Helsing and Comstock, *American Journal of Public Health*, Vol. 67, No. 11). Test the claim that the amount of smoking is independent of seat belt use. A plausible theory is that people who smoke more are less concerned about their health and safety and are therefore less inclined to wear seat belts. Is this theory supported by the sample data?

<table>
<thead>
<tr>
<th>Number of Cigarettes Smoked per Day</th>
<th>0</th>
<th>1–14</th>
<th>15–34</th>
<th>35 and over</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wear seat belts</td>
<td>175</td>
<td>20</td>
<td>42</td>
<td>6</td>
</tr>
<tr>
<td>Don’t wear seat belts</td>
<td>149</td>
<td>17</td>
<td>41</td>
<td>9</td>
</tr>
</tbody>
</table>

21. Clinical Trial of Lipitor Lipitor is the trade name of the drug atorvastatin, which is used to reduce cholesterol in patients. (This is the largest-selling drug in the world, with $13 billion in sales for a recent year.) Adverse reactions have been studied in clinical trials, and the table below summarizes results for infections in patients from different treatment groups (based on data from Parke-Davis). Use a 0.05 significance level to test the claim that getting an infection is independent of the treatment. Does the atorvastatin treatment appear to have an effect on infections?

<table>
<thead>
<tr>
<th></th>
<th>Placebo</th>
<th>Atorvastatin 10 mg</th>
<th>Atorvastatin 40 mg</th>
<th>Atorvastatin 80 mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infection</td>
<td>27</td>
<td>89</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>No infection</td>
<td>243</td>
<td>774</td>
<td>71</td>
<td>87</td>
</tr>
</tbody>
</table>

22. Injuries and Motorcycle Helmet Color A case-control (or retrospective) study was conducted to investigate a relationship between the colors of helmets worn by motorcycle drivers and whether they are injured or killed in a crash. Results are given in the table below (based on data from “Motorcycle Rider Conspicuity and Crash Related Injury: Case-Control Study,” by Wells, et al., *BMJ USA*, Vol. 4). Test the claim that injuries are independent of helmet color. Should motorcycle drivers choose helmets with a particular color? If so, which color appears best?

<table>
<thead>
<tr>
<th>Color of Helmet</th>
<th>Controls (not injured)</th>
<th>Cases (injured or killed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black</td>
<td>491</td>
<td>213</td>
</tr>
<tr>
<td>White</td>
<td>377</td>
<td>112</td>
</tr>
<tr>
<td>Yellow/Orange</td>
<td>31</td>
<td>8</td>
</tr>
<tr>
<td>Red</td>
<td>170</td>
<td>70</td>
</tr>
<tr>
<td>Blue</td>
<td>55</td>
<td>26</td>
</tr>
</tbody>
</table>

23. Test of Homogeneity Table 11-8 summarizes data for male survey subjects, but the table on the next page summarizes data for a sample of women (based on data from an Eagleton Institute poll). Using a 0.01 significance level, and assuming that the sample sizes of 800 men and 400 women are predetermined, test the claim that the proportions of agree/disagree responses are the same for the subjects interviewed by men and the subjects interviewed by women. Does it appear that the gender of the interviewer affected the responses of women?
24. Using Yates’ Correction for Continuity
The chi-square distribution is continuous, whereas the test statistic used in this section is discrete. Some statisticians use Yates' correction for continuity in cells with an expected frequency of less than 10 or in all cells of a contingency table with two rows and two columns. With Yates’ correction, we replace

\[
\sum \frac{(O - E)^2}{E} \quad \text{with} \quad \sum \frac{(|O - E| - 0.5)^2}{E}
\]

Given the contingency table in Exercise 7, find the value of the \( \chi^2 \) test statistic with and without Yates’ correction. What effect does Yates’ correction have?

25. Equivalent Tests
A \( \chi^2 \) test involving a \( 2 \times 2 \) table is equivalent to the test for the difference between two proportions, as described in Section 9-2. Using the table in Exercise 7, verify that the \( \chi^2 \) test statistic and the \( z \) test statistic (found from the test of equality of two proportions) are related as follows: \( z^2 = \chi^2 \). Also show that the critical values have that same relationship.

### McNemar’s Test for Matched Pairs

**Key Concept** The methods in Section 11-3 for analyzing two-way tables are based on independent data. For \( 2 \times 2 \) tables consisting of frequency counts that result from matched pairs, the frequency counts within each matched pair are not independent and, for such cases, we can use McNemar’s test for matched pairs. In this section we present the method of using McNemar’s test for testing the null hypothesis that the frequencies from the discordant (different) categories occur in the same proportion.

Table 11-9 shows a general format for summarizing results from data consisting of frequency counts from matched pairs. Table 11-9 refers to two different treatments (such as two different eye drop solutions) applied to two different parts of each subject (such as left eye and right eye). It’s a bit difficult to correctly read a table such as Table 11-9. The total number of subjects is \( a + b + c + d \), and each of those subjects yields results from each of two parts of a matched pair. If \( a = 100 \), then 100 subjects were cured with both treatments. If \( b = 50 \) in Table 11-9, then each of 50 subjects had no cure with treatment X but they were each cured with treatment Y. Remember, the entries in Table 11-9 are frequency counts of subjects, not the total number of individual components in the matched pairs. If 500 people have each eye treated with two different ointments, the value of \( a + b + c + d \) is 500 (the number of subjects), not 1000 (the number of treated eyes).

#### Table 11-9 2 × 2 Table with Frequency Counts from Matched Pairs

<table>
<thead>
<tr>
<th>Treatment Y</th>
<th>Treatment X</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cured</td>
<td>Not Cured</td>
<td></td>
</tr>
<tr>
<td>Cured</td>
<td>( a )</td>
<td>( b )</td>
<td></td>
</tr>
<tr>
<td>Not cured</td>
<td>( c )</td>
<td>( d )</td>
<td></td>
</tr>
</tbody>
</table>
Because the frequency counts in Table 11-9 result from matched pairs, the data are not independent and we cannot use the methods from Section 11-3. Instead, we use McNemar’s test.

**Definition**

McNemar’s test uses frequency counts from matched pairs of nominal data from two categories to test the null hypothesis that for a $2 \times 2$ table such as Table 11-9, the frequencies $b$ and $c$ occur in the same proportion.

**Objective**

Test for a difference in proportions by using McNemar’s test for matched pairs.

**Notation**

$a$, $b$, $c$, and $d$ represent the frequency counts from a $2 \times 2$ table consisting of frequency counts from matched pairs. (The total number of subjects is $a + b + c + d$.)

**Requirements**

1. The sample data have been randomly selected.
2. The sample data consist of matched pairs of frequency counts.
3. The data are at the nominal level of measurement, and each observation can be classified two ways:
   1. According to the category distinguishing values with each matched pair (such as left eye and right eye), and
   2. according to another category with two possible values (such as cured/not cured).
4. For tables such as Table 11-9, the frequencies are such that $b + c \geq 10$.

**Null and Alternative Hypotheses**

$H_0$: The proportions of the frequencies $b$ and $c$ (as in Table 11-9) are the same.

$H_1$: The proportions of the frequencies $b$ and $c$ (as in Table 11-9) are different.

**Test Statistic** (for testing the null hypothesis that for tables such as Table 11-9, the frequencies $b$ and $c$ occur in the same proportion):

$$X^2 = \frac{(|b - c| - 1)^2}{b + c}$$

where the frequencies of $b$ and $c$ are obtained from the $2 \times 2$ table with a format similar to Table 11-9. (The frequencies $b$ and $c$ must come from “discordant” (or different) pairs, as described later in this section.)

**Critical Values**

1. The critical region is located in the right tail only.
2. The critical values are found in Table A-4 by using degrees of freedom $= 1$.

**P-Values**

$P$-values are typically provided by computer software, or a range of $P$-values can be found from Table A-4.
**Example 1**

Are Hip Protectors Effective? A randomized controlled trial was designed to test the effectiveness of hip protectors in preventing hip fractures in the elderly. Nursing home residents each wore protection on one hip, but not the other. Results are summarized in Table 11-10 (based on data from “Efficacy of Hip Protector to Prevent Hip Fracture in Nursing Home Residents,” by Kiel, et al., *Journal of the American Medical Association*, Vol. 298, No. 4). Using a 0.05 significance level, apply McNemar’s test to test the null hypothesis that the following two proportions are the same:

- The proportion of subjects with no hip fracture on the protected hip and a hip fracture on the unprotected hip.
- The proportion of subjects with a hip fracture on the protected hip and no hip fracture on the unprotected hip.

Based on the results, do the hip protectors appear to be effective in preventing hip fractures?

**Solution**

**Requirement Check**

1. The data are from randomly selected subjects.
2. The data consist of matched pairs of frequency counts.
3. The data are at the nominal level of measurement and each observation can be categorized according to two variables. (One variable has values of “hip protection was worn” and “hip protection was not worn,” and the other variable has values of “hip was fractured” and “hip was not fractured.”)
4. For Table 11-10, \(b = 10\) and \(c = 15\), so that \(b + c = 25\), which is at least 10. All of the requirements are satisfied.

Although Table 11-10 might appear to be a \(2 \times 2\) contingency table, we cannot use the procedures of Section 11-3 because the data come from matched pairs (instead of being independent). Instead, we use McNemar’s test.

After comparing the frequency counts in Table 11-9 to those given in Table 11-10, we see that \(b = 10\) and \(c = 15\), so the test statistic can be calculated as follows:

\[
\chi^2 = \frac{(b - c - 1)^2}{b + c} = \frac{(10 - 15 - 1)^2}{10 + 15} = 0.640
\]

With a 0.05 significance level and degrees of freedom given by \(df = 1\), we refer to Table A-4 to find the critical value of \(\chi^2 = 3.841\) for this right-tailed test. The test statistic of \(\chi^2 = 0.640\) does not exceed the critical value of \(\chi^2 = 3.841\), so we fail to reject the null hypothesis. (Also, the \(p\)-value is 0.424, which is greater than 0.05, indicating that the null hypothesis should be rejected.)

**Interpretation**

The proportion of hip fractures with the protectors worn is not significantly different from the proportion of hip fractures without the protectors worn. The hip protectors do not appear to be effective in preventing hip fractures.

**Table 11-10**

<table>
<thead>
<tr>
<th>Hip Protector Worn</th>
<th>No Hip Fracture</th>
<th>Hip Fracture</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Hip Fracture</td>
<td>309</td>
<td>10</td>
</tr>
<tr>
<td>Hip Fracture</td>
<td>15</td>
<td>2</td>
</tr>
</tbody>
</table>
Note that in the calculation of the test statistic in Example 1, we did not use the 309 subjects with no fractured hips, nor did we use the frequency of 2 representing subjects with both hips fractured. We used only those subjects with a fracture in one hip but not in the other. That is, we are using only the results from the categories that are different. Such pairs of different categories are referred to as discordant pairs.

DEFINITION

Discordant pairs of results come from matched pairs of results in which the two categories are different (as in the frequencies $b$ and $c$ in Table 11-9).

When trying to determine whether hip protectors are effective, we are not helped by any subjects with no fractures, and we are not helped by any subjects with both hips fractured. The differences are reflected in the discordant results from the subjects with one hip fractured while the other hip is not fractured. Consequently, the test statistic includes only the two frequencies that result from the two discordant (or different) pairs of categories.

CAUTION

When applying McNemar’s test, be careful to use only the frequencies from the pairs of categories that are different. Do not blindly use the frequencies in the upper right and lower left corners, because they do not necessarily represent the discordant pairs. If Table 11-10 were reconfigured as shown below, it would be inconsistent in its format, but it would be technically correct in summarizing the same results as Table 11-10; however, blind use of the frequencies of 2 and 309 would result in the wrong test statistic.

<table>
<thead>
<tr>
<th></th>
<th>No Hip Protector Worn</th>
<th>Hip Fracture</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Hip Fracture</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Hip Fracture</td>
<td>2</td>
</tr>
<tr>
<td>Hip Protector Worn</td>
<td>No Hip Fracture</td>
<td>309</td>
</tr>
<tr>
<td></td>
<td>Hip Fracture</td>
<td>10</td>
</tr>
</tbody>
</table>

In this reconfigured table, the discordant pairs of frequencies are these:

**Hip fracture/No hip fracture: 15**

**No hip fracture/Hip fracture: 10**

With this reconfigured table, we should again use the frequencies of 15 and 10 (as in Example 1), not 2 and 309. In a more perfect world, all such $2 \times 2$ tables would be configured with a consistent format, and we would be much less likely to use the wrong frequencies.

In addition to comparing treatments given to matched pairs (as in Example 1), McNemar’s test is often used to test a null hypothesis of no change in before/after types of experiments. (See Exercises 5–12.)
**11-4  Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. **McNemar’s Test**  The table below summarizes results from a study in which 186 students in an introductory statistics course were each given algebra problems in two different formats: a symbolic format and a verbal format (based on data from “Changing Student’s Perspectives of McNemar’s Test of Change,” by Levin and Serlin, *Journal of Statistics Education*, Vol. 8, No. 2). Assume that the data are randomly selected. Using only an examination of the table entries, does either format appear to be better? If so, which one? Why?

<table>
<thead>
<tr>
<th></th>
<th>Verbal Format</th>
<th>Symbolic Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mastery</td>
<td>74</td>
<td>33</td>
</tr>
<tr>
<td>Nonmastery</td>
<td>31</td>
<td>48</td>
</tr>
</tbody>
</table>

2. **Discordant Pairs**  Refer to the table in Exercise 1. Identify the discordant pairs of results.

3. **Discordant Pairs**  Refer to the data in Exercise 1. Explain why McNemar’s test ignores the frequencies of 74 and 48.

4. **Requirement Check**  Refer to the data in Exercise 1. Identify which requirements are satisfied for McNemar’s test.

**In Exercises 5–12, refer to the following table. The table summarizes results from an experiment in which subjects were first classified as smokers or nonsmokers, then they were given a treatment, then later they were again classified as smokers or nonsmokers (based on data from Pfizer Pharmaceuticals in clinical trials of Chantix).**

<table>
<thead>
<tr>
<th>Before Treatment</th>
<th>Smoke</th>
<th>Don’t Smoke</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoke</td>
<td>460</td>
<td>4</td>
</tr>
<tr>
<td>Don’t smoke</td>
<td>361</td>
<td>192</td>
</tr>
</tbody>
</table>

5. **Sample Size**  How many subjects are included in the experiment?

6. **Treatment Effectiveness**  How many subjects changed their smoking status after the treatment?
7. **Treatment Ineffectiveness** How many subjects appear to be unaffected by the treatment one way or the other?

8. **Why Not t Test?** Section 9-4 presented procedures for data consisting of matched pairs. Why can't we use the procedures of Section 9-4 for the analysis of the results summarized in the table?

9. **Discordant Pairs** Which of the following pairs of before/after results are discordant?
   - a. smoke/smoke
   - b. smoke/don’t smoke
   - c. don’t smoke/smoke
   - d. don’t smoke/don’t smoke

10. **Test Statistic** Using the appropriate frequencies, find the value of the test statistic.

11. **Critical Value** Using a 0.01 significance level, find the critical value.

12. **Conclusion** Based on the preceding results, what do you conclude? How does the conclusion make sense in terms of the original sample results?

13. **Testing Hip Protectors** Example 1 in this section used results from subjects who used hip protection at least 80% of the time. Results from a larger data set were obtained from the same study, and the results are shown in the table below (based on data from “Efficacy of Hip Protector to Prevent Hip Fracture in Nursing Home Residents,” by Kiel, et al., *Journal of the American Medical Association*, Vol. 298, No. 4). Use a 0.05 significance level to test the effectiveness of the hip protectors.

<table>
<thead>
<tr>
<th>No Hip Protector Worn</th>
<th>No Hip Fracture</th>
<th>Hip Fracture</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Hip Fracture</td>
<td>1004</td>
<td>17</td>
</tr>
<tr>
<td>Hip Fracture</td>
<td>21</td>
<td>0</td>
</tr>
</tbody>
</table>

14. **Predicting Measles Immunity** Pregnant women were tested for immunity to the rubella virus, and they were also tested for immunity to measles, with results given in the following table (based on data from “Does Rubella Predict Measles Immunity? A Serosurvey of Pregnant Women,” by Kennedy, et al., *Infectious Diseases in Obstetrics and Gynecology*, Vol. 2006). Use a 0.05 significance level to apply McNemar’s test. What does the result tell us? If a woman is likely to become pregnant and she is found to have rubella immunity, should she also be tested for measles immunity?

<table>
<thead>
<tr>
<th>Measles</th>
<th>Immune</th>
<th>Not Immune</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immune</td>
<td>780</td>
<td>62</td>
</tr>
<tr>
<td>Rubella</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not Immune</td>
<td>10</td>
<td>7</td>
</tr>
</tbody>
</table>

15. **Treating Athlete’s Foot** Randomly selected subjects are inflicted with tinea pedis (athlete’s foot) on each of their feet. One foot is treated with a fungicide solution while the other foot is given a placebo. The results are given in the accompanying table. Using a 0.05 significance level, test the effectiveness of the treatment.

<table>
<thead>
<tr>
<th>Fungicide Treatment</th>
<th>Cure</th>
<th>No Cure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cure</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Placebo</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No cure</td>
<td>22</td>
<td>55</td>
</tr>
</tbody>
</table>
16. Treating Athlete’s Foot: Repeat Exercise 15 after changing the frequency of 22 to 66.

17. PET/CT Compared to MRI: In the article “Whole-Body Dual-Modality PET/CT and Whole Body MRI for Tumor Staging in Oncology” (Antoch, et al., Journal of the American Medical Association, Vol. 290, No. 24), the authors cite the importance of accurately identifying the stage of a tumor. Accurate staging is critical for determining appropriate therapy. The article discusses a study involving the accuracy of positron emission tomography (PET) and computed tomography (CT) compared to magnetic resonance imaging (MRI). Using the data in the given table for 50 tumors analyzed with both technologies, does there appear to be a difference in accuracy? Does either technology appear to be better?

<table>
<thead>
<tr>
<th>PET/CT</th>
<th>Correct</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRI Correct</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>MRI Incorrect</td>
<td>11</td>
<td>2</td>
</tr>
</tbody>
</table>

18. Testing a Treatment: In the article “Eradication of Small Intestinal Bacterial Overgrowth Reduces Symptoms of Irritable Bowel Syndrome” (Pimentel, Chow, and Lin, American Journal of Gastroenterology, Vol. 95, No. 12), the authors include a discussion of whether antibiotic treatment of bacteria overgrowth reduces intestinal complaints. McNemar’s test was used to analyze results for those subjects with eradication of bacterial overgrowth. Using the data in the given table, does the treatment appear to be effective against abdominal pain?

<table>
<thead>
<tr>
<th>Abdominal Pain Before Treatment?</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdominal pain after treatment?</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>3</td>
</tr>
</tbody>
</table>

19. Correction for Continuity: The test statistic given in this section includes a correction for continuity. The test statistic given below does not include the correction for continuity, and it is sometimes used as the test statistic for McNemar’s test. Refer to Exercise 18 and find the value of the test statistic using the expression given below, and compare the result to the one found in the exercise.

\[ \chi^2 = \frac{(b - c)^2}{b + c} \]

20. Using Common Sense: Consider the table given in Exercise 17. The frequencies of 36 and 2 are not included in the computations, but how are your conclusions modified if those two frequencies are changed to 8000 and 7000 respectively?

21. Small Sample Case: The requirements for McNemar’s test include the condition that \( b + c \geq 10 \) so that the distribution of the test statistic can be approximated by the chi-square distribution. Refer to the table on the next page. McNemar’s test should not be used because the condition of \( b + c \geq 10 \) is not satisfied since \( b = 2 \) and \( c = 6 \). Instead, use the binomial distribution to find the probability that among 8 equally likely outcomes, the results consist of 6 items in one category and 2 in the other category, or the results are more extreme. That is, use a probability of 0.5 to find the probability that among \( n = 8 \) trials, the number of successes \( x \) is 6 or 7 or 8. Double that probability to find the \( P \)-value for this test. Compare the result to the \( P \)-value of 0.289 that results from using the chi-square approximation, even though the condition of \( b + c \geq 10 \) is violated. What do you conclude about the two treatments?
The three sections of this chapter all involve applications of the $\chi^2$ distribution to categorical data consisting of frequency counts. In Section 11-2 we described methods for using frequency counts from different categories for testing goodness-of-fit with some claimed distribution. The test statistic given below is used in a right-tailed test in which the $\chi^2$ distribution has $k - 1$ degrees of freedom, where $k$ is the number of categories. This test requires that each of the expected frequencies must be at least 5.

$$\text{Test statistic is } \chi^2 = \sum \frac{(O - E)^2}{E}$$

In Section 11-3 we described methods for testing claims involving contingency tables (or two-way frequency tables), which have at least two rows and two columns. Contingency tables incorporate two variables: One variable is used for determining the row that describes a sample value, and the second variable is used for determining the column that describes a sample value. We conduct a test of independence between the row and column variables by using the test statistic given below. This test statistic is used in a right-tailed test in which the $\chi^2$ distribution has the number of degrees of freedom given by $(r - 1)(c - 1)$, where $r$ is the number of rows and $c$ is the number of columns. This test requires that each of the expected frequencies must be at least 5.

$$\text{Test statistic is } \chi^2 = \sum \frac{(O - E)^2}{E}$$

In Section 11-4 we introduced McNemar's test for testing the null hypothesis that a sample of matched pairs of data comes from a population in which the discordant (different) pairs occur in the same proportion. The test statistic is given below. The frequencies of $b$ and $c$ must come from “discordant” pairs. This test statistic is used in a right-tailed test in which the $\chi^2$ distribution has 1 degree of freedom.

$$\text{Test statistic is } \chi^2 = \frac{(|b - c| - 1)^2}{b + c}$$

### Statistical Literacy and Critical Thinking

1. **Categorical Data** In what sense are the data in the table below categorical data? (The data are from Pfizer, Inc.)

<table>
<thead>
<tr>
<th></th>
<th>Celebrex</th>
<th>Ibuprofen</th>
<th>Placebo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nausea</td>
<td>145</td>
<td>23</td>
<td>78</td>
</tr>
<tr>
<td>No Nausea</td>
<td>4001</td>
<td>322</td>
<td>1786</td>
</tr>
</tbody>
</table>

2. **Terminology** Refer to the table given in Exercise 1. Why is that table referred to as a two-way table?

3. **Cause/Effect** Refer to the table given in Exercise 1. After analysis of the data in such a table, can we ever conclude that a treatment of Celebrex and/or Ibuprofen causes nausea? Why or why not?
4. **Observed and Expected Frequencies** Refer to the table given in Exercise 1. The cell with the observed frequency of 145 has an expected frequency of 160.490. Describe what that expected frequency represents.

### Chapter Quick Quiz

**Questions 1–4** refer to the sample data in the following table (based on data from the Dutchess County STOP-DWI Program). The table summarizes results from randomly selected fatal car crashes in which the driver had a blood-alcohol level greater than 0.10.

<table>
<thead>
<tr>
<th>Day</th>
<th>Sun</th>
<th>Mon</th>
<th>Tues</th>
<th>Wed</th>
<th>Thurs</th>
<th>Fri</th>
<th>Sat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>40</td>
<td>24</td>
<td>25</td>
<td>28</td>
<td>29</td>
<td>32</td>
<td>38</td>
</tr>
</tbody>
</table>

1. What are the null and alternative hypotheses corresponding to a test of the claim that fatal DWI crashes occur equally on the different days of the week?
2. When testing the claim in Question 1, what are the observed and expected frequencies for Sunday?
3. If using a 0.05 significance level for a test of the claim that the proportions of DWI fatalities are the same for the different days of the week, what is the critical value?
4. Given that the \( P \)-value for the hypothesis test is 0.2840, what do you conclude?
5. When testing the null hypothesis of independence between the row and column variables in a contingency table, is the test two-tailed, left-tailed, or right-tailed?
6. What distribution is used for testing the null hypothesis that the row and column variables in a contingency table are independent? (normal, \( t \), \( F \), chi-square, uniform)

**Questions 7–10** refer to the sample data in the following table (based on data from a Gallup poll). The table summarizes results from a survey of workers and senior-level bosses who were asked if it was seriously unethical to monitor employee e-mail.

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workers</td>
<td>192</td>
<td>244</td>
</tr>
<tr>
<td>Bosses</td>
<td>40</td>
<td>81</td>
</tr>
</tbody>
</table>

7. If using the given sample data for a hypothesis test, what are the appropriate null and alternative hypotheses?
8. If testing the null hypothesis with a 0.05 significance level, find the critical value.
9. Given that the \( P \)-value for the hypothesis test is 0.0302, what do you conclude when using a 0.05 significance level?
10. Given that the \( P \)-value for the hypothesis test is 0.0302, what do you conclude when using a 0.01 significance level?

### Review Exercises

1. **Testing for Adverse Reactions** The table on the next page summarizes results from a clinical trial (based on data from Pfizer, Inc). Use a 0.05 significance level to test the claim that experiencing nausea is independent of whether a subject is treated with Celebrex, Ibuprofen, or a placebo. Does the adverse reaction of nausea appear to be about the same for the different treatments?
2. Lightning Deaths

Listed below are the numbers of deaths from lightning on the different days of the week. The deaths were recorded for a recent period of 35 years (based on data from the National Oceanic and Atmospheric Administration). Use a 0.01 significance level to test the claim that deaths from lightning occur on the different days with the same frequency. Can you provide an explanation for the result?

<table>
<thead>
<tr>
<th>Day of the Week</th>
<th>Celebrex</th>
<th>Ibuprofen</th>
<th>Placebo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nausea</td>
<td>145</td>
<td>23</td>
<td>78</td>
</tr>
<tr>
<td>No Nausea</td>
<td>4001</td>
<td>322</td>
<td>1786</td>
</tr>
</tbody>
</table>

3. Participation in Clinical Trials by Race

Researchers conducted a study to investigate racial disparity in clinical trials of cancer. Among the randomly selected participants, 644 were white, 23 were Hispanic, 69 were black, 14 were Asian/Pacific Islander, and 2 were American Indian/Alaskan Native. The proportions of the U.S. population of the same groups are 0.757, 0.091, 0.108, 0.038, and 0.007, respectively. (Based on data from “Participation in Clinical Trials,” by Murthy, Krumholz, and Gross, Journal of the American Medical Association, Vol. 291, No. 22.) Use a 0.05 significance level to test the claim that the participants fit the same distribution as the U.S. population. Why is it important to have proportionate representation in such clinical trials?

4. Effectiveness of Treatment

A clinical trial tested the effectiveness of bupropion hydrochloride in helping people who want to stop smoking. Results of abstinence from smoking 52 weeks after the treatment are summarized in the table below (based on data from “A Double-Blind, Placebo-Controlled, Randomized Trial of Bupropion for Smoking Cessation in Primary Care,” by Fossatti, et al., Archives of Internal Medicine, Vol. 167, No. 16). Use a 0.05 significance level to test the claim that whether a subject smokes is independent of whether the subject was treated with bupropion hydrochloride or a placebo. Does the bupropion hydrochloride treatment appear to be better than a placebo? Is the bupropion hydrochloride treatment highly effective?

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Bupropion Hydrochloride</th>
<th>Placebo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking</td>
<td>299</td>
<td>167</td>
</tr>
<tr>
<td>Not Smoking</td>
<td>101</td>
<td>26</td>
</tr>
</tbody>
</table>

5. McNemar’s Test

Parents and their children were surveyed in a study of children’s respiratory systems. They were asked if the children coughed early in the morning, and results are shown in the table below (based on data from “Cigarette Smoking and Children’s Respiratory Symptoms: Validity of Questionnaire Method,” by Bland, et al., Revue d’Epidemiologie et Sante Publique, Vol. 27). Use a 0.05 significance level to test the claim that the following proportions are the same: (1) the proportion of cases in which the child indicated no cough while the parent indicated coughing; (2) the proportion of cases in which the child indicated coughing while the parent indicated no coughing. What do the results tell us?

<table>
<thead>
<tr>
<th>Child Response</th>
<th>Cough</th>
<th>No Cough</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cough</td>
<td>29</td>
<td>104</td>
</tr>
<tr>
<td>Parent Response</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Cough</td>
<td>172</td>
<td>5097</td>
</tr>
</tbody>
</table>
1. **Cleanliness** The American Society for Microbiology and the Soap and Detergent Association released survey results indicating that among 3065 men observed in public restrooms, 2023 of them washed their hands, and among 3011 women observed, 2650 washed their hands (based on data from *USA Today*).
   a. Is the study an experiment or an observational study?
   b. Are the given numbers discrete or continuous?
   c. Are the given numbers statistics or parameters?
   d. Is there anything about the study that might make the results questionable?

2. **Cleanliness** Refer to the results given in Exercise 1 and use a 0.05 significance level to test the claim that the proportion of men who wash their hands is equal to the proportion of women who wash their hands. Is there a significant difference?

3. **Cleanliness** Refer to the results given in Exercise 1. Construct a two-way frequency table and use a 0.05 significance level to test the claim that hand washing is independent of gender.

4. **Golf Scores** Listed below are first round and fourth round golf scores of randomly selected golfers in a Professional Golf Association Championship (based on data from the *New York Times*). Find the mean, median, range, and standard deviation for the first round scores, then find those same statistics for the fourth round scores. Compare the results.

<table>
<thead>
<tr>
<th>First round</th>
<th>71</th>
<th>68</th>
<th>75</th>
<th>72</th>
<th>74</th>
<th>67</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fourth round</td>
<td>69</td>
<td>69</td>
<td>69</td>
<td>72</td>
<td>70</td>
<td>73</td>
</tr>
</tbody>
</table>

5. **Golf Scores** Refer to the sample data given in Exercise 4. Use a 0.05 significance level to test for a linear correlation between the first round scores and the fourth round scores.

6. **Golf Scores** Using only the first round golf scores given in Exercise 4, construct a 95% confidence interval estimate of the mean first round golf score for all golfers. Interpret the result.

7. **Wise Action for Job Applicants** In an Accountemps survey of 150 randomly selected senior executives, 88% said that sending a thank-you note after a job interview increases the applicant’s chances of being hired (based on data from *USA Today*). Construct a 95% confidence interval estimate of the percentage of all senior executives who believe that a thank-you note is helpful. What very practical advice can be gained from these results?

8. **Testing a Claim** Refer to the sample results given in Exercise 7 and use a 0.01 significance level to test the claim that more than 75% of all senior executives believe that a thank-you note after a job interview increases the applicant’s chances of being hired.

9. **Ergonomics** When designing the cockpit of a single-engine aircraft, engineers must consider the upper leg lengths of men. Those lengths are normally distributed with a mean of 42.6 cm and a standard deviation of 2.9 cm (based on Data Set 1 in Appendix B).
   a. If one man is randomly selected, find the probability that his upper leg length is greater than 45 cm.
   b. If 16 men are randomly selected, find the probability that their mean upper leg length is greater than 45 cm.
   c. When designing the aircraft cockpit, which result is more meaningful: the result from part (a) or the result from part (b)? Why?

10. **Tall Women** The probability of randomly selecting a woman who is more than 5 feet tall is 0.925 (based on data from the National Health and Nutrition Examination Survey). Find the probability of randomly selecting five women and finding that all of them are more than 5 feet tall. Is it unusual to randomly select five women and find that all of them are more than 5 feet tall? Why or why not?
Technology Project

Use STATDISK, Minitab, Excel, or a TI-83/84 Plus calculator, or any other software package or calculator capable of generating equally likely random digits between 0 and 9 inclusive. Generate 5000 digits and record the results in the accompanying table. Use a 0.05 significance level to test the claim that the sample digits come from a population with a uniform distribution (so that all digits are equally likely). Does the random number generator appear to be working as it should?

<table>
<thead>
<tr>
<th>Digit</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

Contingency Tables

Go to: [http://www.aw.com/triola](http://www.aw.com/triola)

An important characteristic of tests of independence with contingency tables is that the data collected need not be quantitative in nature. A contingency table summarizes observations by the categories or labels of the rows and columns. As a result, characteristics such as gender, race, and political party all become fair game for formal hypothesis testing procedures. In the Internet Project for this chapter you will find links to a variety of demographic data. With these data sets, you will conduct tests in areas as diverse as academics, politics, and the entertainment industry. In each test, you will draw conclusions related to the independence of interesting characteristics.

APPLET PROJECT

Open the Applets folder on the CD and double-click on Start. Select the menu item of Random numbers. Randomly generate 100 whole numbers between 0 and 9 inclusive. Construct a frequency distribution of the results, then use the methods of this chapter to test the claim that the whole numbers between 0 and 9 are equally likely.
**Critical Thinking: Was the law of “women and children first” followed in the sinking of the Titanic?**

One of the most notable sea disasters occurred with the sinking of the Titanic on Monday, April 15, 1912. The table below summarizes the fate of the passengers and crew. A common rule of the sea is that when a ship is threatened with sinking, women and children are the first to be saved.

### Fate of Passengers and Crew on the Titanic

<table>
<thead>
<tr>
<th></th>
<th>Men</th>
<th>Women</th>
<th>Boys</th>
<th>Girls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survived</td>
<td>332</td>
<td>318</td>
<td>29</td>
<td>27</td>
</tr>
<tr>
<td>Died</td>
<td>1360</td>
<td>104</td>
<td>35</td>
<td>18</td>
</tr>
</tbody>
</table>

**Analyzing the Results**

If we examine the data, we see that 19.6% of the men (332 out of 1692) survived, 75.4% of the women (318 out of 422) survived, 45.3% of the boys (29 out of 64) survived, and 60% of the girls (27 out of 45) survived. There do appear to be differences, but are the differences really significant?

First construct a bar graph showing the percentage of survivors in each of the four categories (men, women, boys, girls). What does the graph suggest?

Next, treat the 2223 people aboard the Titanic as a sample. We could take the position that the Titanic data in the above table constitute a population and therefore should not be treated as a sample, so that methods of inferential statistics do not apply. But let’s stipulate that the data in the table are sample data randomly selected from the population of all theoretical people who would find themselves in the same conditions. Realistically, no other people will actually find themselves in the same conditions, but we will make that assumption for the purposes of this discussion and analysis. We can then determine whether the observed differences have statistical significance. Use one or more formal hypothesis tests to investigate the claim that although some men survived while some women and children died, the rule of “women and children first” was essentially followed. Identify the hypothesis test(s) used and interpret the results by addressing the claim that when the Titanic sank on its maiden voyage, the rule of “women and children first” was essentially followed.

---

**Cooperative Group Activities**

1. **Out-of-class activity** Divide into groups of four or five students. The instructions for Exercises 21–24 in Section 11-2 noted that according to Benford’s law, a variety of different data sets include numbers with leading (first) digits that follow the distribution shown in the table below. Collect original data and use the methods of Section 11-2 to support or refute the claim that the data conform reasonably well to Benford’s law. Here are some possibilities that might be considered: (1) amounts on the checks that you wrote; (2) prices of stocks; (3) populations of counties in the United States; (4) numbers on street addresses; (5) lengths of rivers in the world.

<table>
<thead>
<tr>
<th>Leading Digit</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benford’s law:</td>
<td>30.1%</td>
<td>17.6%</td>
<td>12.5%</td>
<td>9.7%</td>
<td>7.9%</td>
<td>6.7%</td>
<td>5.8%</td>
<td>5.1%</td>
<td>4.6%</td>
</tr>
</tbody>
</table>

2. **Out-of-class activity** Divide into groups of four or five students and collect past results from a state lottery. Such results are often available on Web sites for individual state lotteries. Use the methods of Section 11-2 to test that the numbers are selected in such a way that all possible outcomes are equally likely.
3. Out-of-class activity Divide into groups of four or five students. Each group member should survey at least 15 male students and 15 female students at the same college by asking two questions: (1) Which political party does the subject favor most? (2) If the subject were to make up an absence excuse of a flat tire, which tire would he or she say went flat if the instructor asked? (See Exercise 8 in Section 11-2.) Ask the subject to write the two responses on an index card, and also record the gender of the subject and whether the subject wrote with the right or left hand. Use the methods of this chapter to analyze the data collected. Include these tests:

- The four possible choices for a flat tire are selected with equal frequency.
- The tire identified as being flat is independent of the gender of the subject.
- Political party choice is independent of the gender of the subject.
- Political party choice is independent of whether the subject is right- or left-handed.
- The tire identified as being flat is independent of whether the subject is right- or left-handed.
- Gender is independent of whether the subject is right- or left-handed.
- Political party choice is independent of the tire identified as being flat.

4. Out-of-class activity Divide into groups of four or five students. Each group member should select about 15 other students and first ask them to “randomly” select four digits each. After the four digits have been recorded, ask each subject to write the last four digits of his or her social security number. Take the “random” sample results and mix them into one big sample, then mix the social security digits into a second big sample. Using the “random” sample set, test the claim that students select digits randomly. Then use the social security digits to test the claim that they come from a population of random digits. Compare the results. Does it appear that students can randomly select digits? Are they likely to select any digits more often than others? Are they likely to select any digits less often than others? Do the last digits of social security numbers appear to be randomly selected?

5. In-class activity Divide into groups of three or four students. Each group should be given a die along with the instruction that it should be tested for “fairness.” Is the die fair or is it biased? Describe the analysis and results.

6. Out-of-class activity Divide into groups of two or three students. The analysis of last digits of data can sometimes reveal whether values are the results of actual measurements or whether they are reported estimates. Refer to an almanac and find the lengths of rivers in the world, then analyze the last digits to determine whether those lengths appear to be actual measurements or whether they appear to be reported estimates. (Instead of lengths of rivers, you could use heights of mountains, heights of the tallest buildings, lengths of bridges, and so on.)
StatCrunch Procedure for Goodness-of-Fit
1. Sign into StatCrunch, then click on Open StatCrunch.
2. You must enter the observed frequencies in one column, and you must also enter the expected frequencies in another column.
3. Click on Stat.
4. Click on Goodness-of-Fit, then click on the only option of Chi-Square test.
5. In the next window, select the column used for the observed frequencies and also select the column used for the expected frequencies.
6. Click on Calculate and the results will be displayed. The results include the chi-square test statistic and the P-value. See the accompanying display from Example 2 in Section 11-2; the observed frequencies are in the first column, the expected frequencies are in the second column, and the results are in the window to the right. The test statistic is $\chi^2 = 7.885$ (rounded) and the P-value is 0.0485.

StatCrunch Procedure for Contingency Tables
1. Sign into StatCrunch, then click on Open StatCrunch.
2. Enter the row labels in a column, then enter the frequency counts in separate columns.
3. Click on Stat.
4. Click on Tables, click on the option of Contingency, then click on the option of with summary.
5. In the next window, select all columns used for the observed frequencies; then in the next box select the column containing the row labels.
6. Click on Calculate and the results will be displayed. The results include the chi-square test statistic and the P-value.

Projects
Use StatCrunch for the following.
1. An experiment consists of rolling a die that is suspected of being loaded. The outcomes of 1, 2, 3, 4, 5, 6 occur with frequencies of 20, 12, 11, 8, 9, and 0, respectively. Is there sufficient evidence to support the claim that the die is loaded?
2. Repeat Project 1 using these outcomes from another die: 13, 12, 8, 12, 7, 8.
3. Click on Data, select Simulate data, then select Uniform and proceed to enter 100 for the number of rows, 1 for the number of columns, 0 for "a" and 10 for "b". Select Use single dynamic seed so that results are not all the same. Click on Simulate. Now use Data and Sort columns to sort the results. Delete the decimal portions of the numbers so that you have simulated whole numbers from 0 to 9. (Click on Data and select Transform data. In the Y box select the column containing the data, select the floor(Y) function, where “floor” rounds the number down to a whole number, click on Set Expression, then click on Compute.) Use the goodness-of-fit test to test the claim that StatCrunch randomly selects the numbers so that they are equally likely.
4. Use the data from Table 11-1 included with the Chapter Problem and test the claim that deaths on shifts are independent of whether the nurse was working. Compare the results to those found from Minitab as displayed on page 603.
5. Refer to the “Data to Decision” project on the top of page 623 and use the given table to test for independence between surviving and passenger category.
The safety of cars is determined from a variety of tests. In one test, cars are crashed into a fixed barrier at 35 mi/h with a crash test dummy in the driver’s seat. Unlike the many dummies we have all seen in driver’s seats, these dummies are not human, and they are designed to record the damage resulting from the frontal crash. Table 12-1 lists chest deceleration measurements (in g, where g is a force of gravity). Larger values indicate greater amounts of deceleration, which are likely to result in greater injuries to drivers.

The data in Table 12-1 are current as of this writing. The small cars are the Honda Civic, Ford Focus, Chevrolet Aveo, Volkswagen Jetta, Toyota Corolla, Kia Spectra, Saturn ion, Mazda 3, Subaru Impreza, and Suzuki Forenza. The medium cars are the Honda Accord, Volkswagen Passat, Pontiac Grand Prix, Toyota Camry, Volvo S40, Nissan Altima, Chevrolet Malibu, Ford Fusion, Saturn Aura, and Chrysler Sebring. The large cars are the Toyota Avalon, Dodge Charger, Ford Five Hundred, Hyundai Azera, Chrysler 300, Buick Lucerne, Mercury Grand Marquis, Cadillac STS, Lincoln MKZ, and Saab 9-5.

**Table 12-1** Chest Deceleration Measurements (in g) from Car Crash Tests

<table>
<thead>
<tr>
<th>Category</th>
<th>Measurement 1</th>
<th>Measurement 2</th>
<th>Measurement 3</th>
<th>Measurement 4</th>
<th>Measurement 5</th>
<th>Measurement 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small Cars</td>
<td>44</td>
<td>43</td>
<td>44</td>
<td>54</td>
<td>38</td>
<td>43</td>
</tr>
<tr>
<td>Medium Cars</td>
<td>41</td>
<td>49</td>
<td>43</td>
<td>41</td>
<td>47</td>
<td>42</td>
</tr>
<tr>
<td>Large Cars</td>
<td>32</td>
<td>37</td>
<td>38</td>
<td>45</td>
<td>37</td>
<td>33</td>
</tr>
</tbody>
</table>

The STATDISK-generated boxplots are shown for small cars (top boxplot), medium cars (middle boxplot), and large cars (bottom boxplot). Because of their relative positions, the boxplots suggest that larger cars are safer because they have lower chest deceleration measurements. But are those visual differences significant?

Table 12-1 shows that the small cars have the largest mean chest deceleration measurement of 44.7 g, and the large cars have the smallest mean chest deceleration measurement of 39.0 g. The values of the sample means suggest that larger cars are safer than smaller cars. But are those numerical differences significant?

Here we want to compare the means from three independent samples. In this chapter we present a common method for comparing three or more sample means. We will determine whether the differences among the means from the data in Table 12-1 are significant. We will then determine whether large cars are safer in the sense that they have lower chest deceleration measurements.
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12-1 Review and Preview

In Section 9-3 we presented methods for comparing the means from two independent samples. In this chapter we will learn how to test for equality of three or more population means by using the method of one-way analysis of variance. The term one-way is used because the sample data are separated into groups according to one characteristic. Instead of referring to the main objective of testing for equal means, the term analysis of variance refers to the method we use, which is based on an analysis of sample variances.

We will also learn how to compare populations separated into categories using two characteristics (or factors), such as gender and eye color. Because the sample data are categorized according to two different factors, the method is referred to as two-way analysis of variance.

F Distribution
The analysis of variance (ANOVA) methods of this chapter require the F distribution, which was first introduced in Section 9-5. In Section 9-5 we noted that the F distribution has the following properties (see Figure 12-1):

1. The F distribution is not symmetric.
2. Values of the F distribution cannot be negative.
3. The exact shape of the F distribution depends on the two different degrees of freedom.

Critical F values are given in Table A-5.

F Figure 12-1
F Distribution
There is a different F distribution for each different pair of degrees of freedom for numerator and denominator.

12-2 One-Way ANOVA

Key Concept In this section we introduce the method of one-way analysis of variance, which is used for tests of hypotheses that three or more population means are all equal, as in $H_0: \mu_1 = \mu_2 = \mu_3$. Because the calculations are very complicated, we emphasize the interpretation of results obtained by using software or a TI-83/84 Plus calculator. Here is a recommended study strategy:

1. Understand that a small P-value (such as 0.05 or less) leads to rejection of the null hypothesis of equal means. (“If the P (value) is low, the null must go.”)
2. With a large P-value (such as greater than 0.05), fail to reject the null hypothesis of equal means.
2. Develop an understanding of the underlying rationale by studying the examples in this section.

**Part 1: Basics of One-Way Analysis of Variance**

When testing for equality of three or more population means, use the method of one-way analysis of variance.

**Definition**

One-way analysis of variance (ANOVA) is a method of testing the equality of three or more population means by analyzing sample variances. One-way analysis of variance is used with data categorized with one treatment (or factor), which is a characteristic that allows us to distinguish the different populations from one another.

The term *treatment* is used because early applications of analysis of variance involved agricultural experiments in which different plots of farmland were treated with different fertilizers, seed types, insecticides, and so on. Table 12-1 uses the one “treatment” (or factor) of size of a car. That factor has three different categories: small, medium, and large.

**Using One-Way Analysis of Variance for Testing Equality of Three or More Population Means**

**Objective**

Test a claim that three or more populations have the same mean.

**Requirements**

1. The populations have distributions that are approximately normal. (This is a loose requirement, because the method works well unless a population has a distribution that is very far from normal. If a population does have a distribution that is far from normal, use the Kruskal-Wallis test described in Section 13-5.)

2. The populations have the same variance \( \sigma^2 \) (or standard deviation \( \sigma \)). (This is a loose requirement, because the method works well unless the population variances differ by large amounts. Statistician George E. P. Box showed that as long as the sample sizes are equal (or nearly equal), the variances can differ by amounts that make the largest up to nine times the smallest and the results of ANOVA will continue to be essentially reliable.)

3. The samples are simple random samples of quantitative data.

4. The samples are independent of each other. (The samples are not matched or paired in any way.)

5. The different samples are from populations that are categorized in only one way.

**Procedure for Testing \( H_0: \mu_1 = \mu_2 = \mu_3 = \cdots \)**

1. Use STATDISK, Minitab, Excel, or a TI-83/84 Plus calculator to obtain results.

2. Identify the \( P \)-value from the display.

3. Form a conclusion based on these criteria:
   - If the \( P \)-value \( \leq \alpha \), reject the null hypothesis of equal means and conclude that at least one of the population means is different from the others.
   - If the \( P \)-value \( > \alpha \), fail to reject the null hypothesis of equal means.
Car Crash Test Measurements

Use the chest deceleration measurements listed in Table 12-1 and a significance level of $\alpha = 0.05$ to test the claim that the three samples come from populations with means that are all equal.

**SOLUTION**

**REQUIREMENT CHECK**

1. Based on the three samples listed in Table 12-1, the three populations appear to have distributions that are approximately normal, as indicated by normal quantile plots.
2. The three samples in Table 12-1 have standard deviations of 4.4 g, 4.4 g, and 4.6 g, so the three population variances appear to be about the same.
3. The samples are simple random samples of cars selected by the author.
4. The samples are independent of each other; the cars are not matched in any way.
5. The three samples are from populations categorized according to the single factor of size (small, medium, large).

The requirements are satisfied.

The null hypothesis and the alternative hypothesis are as follows:

$$H_0: \mu_1 = \mu_2 = \mu_3.$$  

$$H_1: \text{At least one of the means is different from the others.}$$

The significance level is $\alpha = 0.05$.

**Step 1:** Use technology to obtain ANOVA results, such as one of those shown.

**STATDISK**

**MINITAB**

**EXCEL**

**TI-83/84 PLUS**

**Step 2:** The displays all show that the $P$-value is 0.028 when rounded.

**Step 3:** Because the $P$-value of 0.028 is less than the significance level of $\alpha = 0.05$, we reject the null hypothesis of equal means.
There is sufficient evidence to warrant rejection of the claim that the three samples come from populations with means that are all equal. Based on the samples of measurements listed in Table 12-1, we conclude that those values come from populations having means that are not all the same. On the basis of this ANOVA test, we cannot conclude that any particular mean is different from the others, but we can informally note that the sample mean is smallest for the large cars. Because small measurements correspond to less trauma experienced by the crash test dummies, it appears that the large cars are safest, but this conclusion is not formally justified by this ANOVA test.

How is the $P$-Value Related to the Test Statistic? Larger values of the test statistic result in smaller $P$-values, so the ANOVA test is right-tailed. Figure 12-2 shows the relationship between the $F$ test statistic and the $P$-value. Assuming that the populations have the same variance $\sigma^2$ (as required for the test), the $F$ test statistic is the ratio of these two estimates of $\sigma^2$: (1) variation between samples (based on variation among sample means); and (2) variation within samples (based on the sample variances).

Test Statistic for One-Way ANOVA: $F = \frac{\text{variance between samples}}{\text{variance within samples}}$

Survey Medium Can Affect Results

In a survey of Catholics in Boston, the subjects were asked if contraceptives should be made available to unmarried women. In personal interviews, 44% of the respondents said yes. But among a similar group contacted by mail or telephone, 75% of the respondents answered yes to the same question.
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The numerator of the $F$ test statistic measures variation between sample means. The estimate of variance in the denominator depends only on the sample variances and is not affected by differences among the sample means. Consequently, sample means that are close in value result in a small $F$ test statistic and a large $P$-value, so we conclude that there are no significant differences among the sample means. Sample means that are very far apart in value result in a large $F$ test statistic and a small $P$-value, so we reject the claim of equal means.

Why Can’t We Just Test Two Samples at a Time? If we want to test for equality among three or more population means, why do we need a new procedure when we can test for equality of two means using the methods presented in Section 9-3? For example, if we want to use the sample data from Table 12-1 to test the claim that the three populations have the same mean, why not simply pair them off and test two at a time by testing $H_0: \mu_1 = \mu_2$, $H_0: \mu_2 = \mu_3$, and $H_0: \mu_1 = \mu_3$? For the data in Table 12-1, the approach of testing equality of two means at a time requires three different hypothesis tests. If we use a 0.05 significance level for each of those three hypothesis tests, the actual overall confidence level could be as low as 0.95^3 (or 0.857). In general, as we increase the number of individual tests of significance, we increase the risk of finding a difference by chance alone (instead of a real difference in the means). The risk of a type I error—finding a difference in one of the pairs when no such difference actually exists—is far too high. The method of analysis of variance helps us avoid that particular pitfall (rejecting a true null hypothesis) by using one test for equality of several means, instead of several tests that each compare two means at a time.

CAUTION
When testing for equality of three or more populations, use analysis of variance. Do not use multiple hypothesis tests with two samples at a time.

Part 2: Calculations and Identifying Means That Are Different
Calculations with Equal Sample Sizes $n$

Let’s consider Table 12-2. Compare Data Set A to Data Set B. Note that Data Set A is the same as Data Set B with this exception: the Sample 1 values each differ by 10. If the data sets all have the same sample size (as in $n = 4$ for Table 12-2), the following calculations aren’t too difficult, as shown below.

Variance Between Samples Find the variance between samples by evaluating

$$n_s^2 = \frac{\sum (\bar{x}_i - \bar{x})^2}{n-1}$$

where $s^2$ is the variance of the sample means and $n$ is the size of each of the samples. That is, consider the sample means to be an ordinary set of values and calculate the variance. (From the central limit theorem, $\sigma_x = \sigma/\sqrt{n}$ can be solved for $\sigma$ to get $\sigma = \sqrt{n^* \sigma_x}$, so that we can estimate $\sigma^2$ with $ns^2$..) For example, the sample means for Data Set A in Table 12-2 are 5.5, 6.0, and 6.0. Those three values have a variance of $s^2 = 0.0833$, so that

$$\text{variance between samples} = ns^2 = 4(0.0833) = 0.3332$$

Variance Within Samples Estimate the variance within samples by calculating $s^2$, which is the pooled variance obtained by finding the mean of the sample variances. The sample variances in Table 12-2 are 3.0, 2.0, and 2.0, so that

$$\text{variance within samples} = s_p^2 = \frac{3.0 + 2.0 + 2.0}{3} = 2.3333$$

Calculate the Test Statistic Evaluate the $F$ test statistic as follows:

$$F = \frac{\text{variance between samples}}{\text{variance within samples}} = \frac{ns^2}{s_p^2} = \frac{0.3332}{2.3333} = 0.1428$$
The critical value of $F$ is found by assuming a right-tailed test, because large values of $F$ correspond to significant differences among means. With $k$ samples each having $n$ values, the numbers of degrees of freedom are as follows.

**Degrees of Freedom:** ($k$ = number of samples and $n$ = sample size)
- numerator degrees of freedom $= k - 1$
- denominator degrees of freedom $= k(n - 1)$

For Data Set A in Table 12-2, $k = 3$ and $n = 4$, so the degrees of freedom are 2 for the numerator and $3(4 - 1) = 9$ for the denominator. With $\alpha = 0.05$, 2 degrees of freedom for the numerator, and 9 degrees of freedom for the denominator, the critical $F$ value from Table A-5 is 4.2565. If we were to use the traditional method of hypothesis testing with Data Set A in Table 12-2, we would see that this right-tailed test has a test statistic of $F = 0.1428$ and a critical value of $F = 4.2565$, so the test statistic is not in the critical region. We therefore fail to reject the null hypothesis of equal means.

To really see how the method of analysis of variance works, consider both collections of sample data in Table 12-2. Note that the three samples in Data Set A are identical to the three samples in Data Set B, except that each value in Sample 1 of Data Set B is 10 more than the corresponding value in Data Set A. The three sample means in A are very close, but there are substantial differences in B. However, the three sample variances in A are identical to those in B.

Adding 10 to each data value in the first sample of Table 12-2 has a dramatic effect on the test statistic, with $F$ changing from 0.1428 to 51.5721. Adding 10 to each data

<table>
<thead>
<tr>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>6</td>
<td>4</td>
<td>17</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>7</td>
<td>13</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>6</td>
<td>16</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>7</td>
<td>16</td>
<td>8</td>
<td>7</td>
</tr>
</tbody>
</table>

\[ n_1 = 4 \quad n_2 = 4 \quad n_3 = 4 \]
\[ x_1 = 5.5 \quad x_2 = 6.0 \quad x_3 = 6.0 \]
\[ s_1^2 = 3.0 \quad s_2^2 = 2.0 \quad s_3^2 = 2.0 \]

**Variance between samples**
\[ ns_1^2 = 4(0.0833) = 0.3332 \]
\[ s^2_p = \frac{3.0 + 2.0 + 2.0}{3} = 2.3333 \]
\[ F = \frac{ns_1^2}{s^2_p} = \frac{0.3332}{2.3333} = 0.1428 \]
\[ P-value = 0.8688 \]

**Variance within samples**
\[ ns_2^2 = 4(30.0833) = 120.3332 \]
\[ s^2_p = \frac{3.0 + 2.0 + 2.0}{3} = 2.3333 \]
\[ F = \frac{ns_2^2}{s^2_p} = \frac{120.3332}{2.3333} = 51.5721 \]
\[ P-value = 0.0000118 \]
value in the first sample also has a dramatic effect on the \( P \)-value, which changes from 0.8688 (not significant) to 0.0000118 (significant). Note that the variance between samples in A is 0.3332, but for B it is 120.3332 (indicating that the sample means in B are farther apart). Note also that the variance within samples is 2.3333 in both parts, because the variance within a sample isn’t affected when we add a constant to every sample value. The change in the \( F \) test statistic and the \( P \)-value is attributable only to the change in \( \bar{x}_1 \). This illustrates the key point underlying the method of one-way analysis of variance: The \( F \) test statistic is very sensitive to sample means, even though it is obtained through two different estimates of the common population variance.

Adding 10 to each value of the first sample causes the three sample means to grow farther apart, with the result that the \( F \) test statistic increases and the \( P \)-value decreases.

### Calculations with Unequal Sample Sizes

While the calculations required for cases with equal sample sizes are reasonable, they become more complicated when the sample sizes are not all the same. The same basic reasoning applies because we calculate an \( F \) test statistic that is the ratio of two different estimates of the common population variance \( \sigma^2 \), but those estimates involve weighted measures that take the sample sizes into account, as shown below.

\[
F = \frac{\text{variance between samples}}{\text{variance within samples}} = \frac{\frac{\Sigma n_i (\bar{x}_i - \bar{x})^2}{k - 1}}{\frac{\Sigma (n_i - 1) s_i^2}{\Sigma (n_i - 1)}}
\]

where

- \( \bar{x} \) = mean of all sample values combined
- \( k \) = number of population means being compared
- \( n_i \) = number of values in the \( i \)th sample
- \( \bar{x}_i \) = mean of values in the \( i \)th sample
- \( s_i^2 \) = variance of values in the \( i \)th sample

The factor of \( n_i \) is included so that larger samples carry more weight. The denominator of the test statistic is simply the mean of the sample variances, but it is a weighted mean based on the sample sizes.

Because calculating this test statistic can lead to large rounding errors, the various software packages typically use a different (but equivalent) expression that involves SS (for sum of squares) and MS (for mean square) notation. Although the following notation and components are complicated and involved, the basic idea is the same: The test statistic \( F \) is a ratio with a numerator reflecting variation between the means of the samples and a denominator reflecting variation within the samples. If the populations have equal means, the \( F \) ratio tends to be small, but if the population means are not equal, the \( F \) ratio tends to be significantly large. Key components in our ANOVA method are described as follows.

**SS(total)**, or total sum of squares, is a measure of the total variation (around \( \bar{x} \)) in all of the sample data combined.

**Formula 12-1**

\[
\text{SS(total)} = \Sigma (x - \bar{x})^2
\]
SS(total) can be broken down into the components of SS(treatment) and SS(error), described as follows.

**SS(treatment)**, also referred to as SS(factor), SS(between groups), or SS(between samples), is a measure of the variation between the sample means.

**Formula 12-2**

\[
SS(treatment) = n_1(x_1 - \bar{x})^2 + n_2(x_2 - \bar{x})^2 + \ldots + n_k(x_k - \bar{x})^2 = \sum n_i(x_i - \bar{x})^2
\]

If the population means (μ₁, μ₂, ..., μₖ) are equal, then the sample means x₁, x₂, ..., xₖ will all tend to be close together and also close to \( \bar{x} \). The result will be a relatively small value of SS(treatment). If the population means are not all equal, however, then at least one of x₁, x₂, ..., xₖ will tend to be far apart from the others and also far apart from \( \bar{x} \). The result will be a relatively large value of SS(treatment).

**SS(error)**, also referred to as SS(within groups) or SS(within samples), is a sum of squares representing the variation that is assumed to be common to all the populations being considered.

**Formula 12-3**

\[
SS(error) = (n_1 - 1)s_1^2 + (n_2 - 1)s_2^2 + \ldots + (n_k - 1)s_k^2 = \sum (n_i - 1)s_i^2
\]

Given the preceding expressions for SS(total), SS(treatment), and SS(error), the following relationship will always hold.

**Formula 12-4**

\[
SS(total) = SS(treatment) + SS(error)
\]

SS(treatment) and SS(error) are both sums of squares, and if we divide each by its corresponding number of degrees of freedom, we get mean squares. Some of the following expressions for mean squares include the notation \( N \):

\[
N = \text{total number of values in all samples combined}
\]

**MS(treatment)** is a mean square for treatment, obtained as follows:

**Formula 12-5**

\[
MS(treatment) = \frac{SS(treatment)}{k - 1}
\]

**MS(error)** is a mean square for error, obtained as follows:

**Formula 12-6**

\[
MS(error) = \frac{SS(error)}{N - k}
\]
MS(total) is a mean square for the total variation, obtained as follows:

\[
MS(\text{total}) = \frac{SS(\text{total})}{N - 1}
\]

**Test Statistic for ANOVA with Unequal Sample Sizes**

In testing the null hypothesis $H_0$: The means are not all equal, the test statistic

\[
F = \frac{MS(\text{treatment})}{MS(\text{error})}
\]

has an $F$ distribution (when the null hypothesis $H_0$ is true) with degrees of freedom
given by

\[
\begin{align*}
\text{numerator degrees of freedom} & = k - 1 \\
\text{denominator degrees of freedom} & = N - k
\end{align*}
\]

This test statistic is essentially the same as the one given earlier, and its interpretation is also the same as described earlier. The denominator depends only on the sample variances that measure variation within the treatments and is not affected by the differences among the sample means. In contrast, the numerator is affected by differences among the sample means. If the differences among the sample means are excessively large, they will cause the numerator to be excessively large, so $F$ will also be excessively large. Consequently, very large values of $F$ suggest unequal means, and the ANOVA test is therefore right-tailed.

**Designing the Experiment**

With one-way (or single-factor) analysis of variance, we use one factor as the basis for partitioning the data into different categories. If we conclude that the differences among the means are significant, we can't be absolutely sure that the differences can be explained by the factor being used. It is possible that the variation of some other unknown factor is responsible. One way to reduce the effect of the extraneous factors is to design the experiment so that it has a completely randomized design, in which each element is given the same chance of belonging to the different categories, or treatments. For example, you might assign subjects to two different treatment groups and a placebo group through a process of random selection equivalent to picking slips of paper from a bowl. Another way to reduce the effect of extraneous factors is to use a rigorously controlled design, in which elements are carefully chosen so that all other factors have no variability. In general, good results require that the experiment be carefully designed and executed.

**Identifying Which Means Are Different**

After conducting an analysis of variance test, we might conclude that there is sufficient evidence to reject a claim of equal population means, but we cannot conclude from ANOVA that any particular means are different from the others. There are several
formal and informal procedures that can be used to identify the specific means that are different. Here are two informal methods for comparing means:

- Construct boxplots of the data sets to see if one or more of the data sets is very different from the others.
- Construct confidence interval estimates of the means from the data sets, then compare those confidence intervals to see if one or more of them does not overlap with the others.

There are several formal procedures for identifying which means are different. Some of the tests, called range tests, allow us to identify subsets of means that are not significantly different from each other. Other tests, called multiple comparison tests, use pairs of means, but they make adjustments to overcome the problem of having a significance level that increases as the number of individual tests increases. There is no consensus on which test is best, but some of the more common tests are the Duncan test, Student-Newman-Keuls test (or SNK test), Tukey test (or Tukey honestly significant difference test), Scheffé test, Dunnett test, least significant difference test, and the Bonferroni test. Let’s consider the Bonferroni test to see an example of a multiple comparison test. Here is the procedure:

**Bonferroni Multiple Comparison Test**

**Step 1.** Do a separate \( t \) test for each pair of samples, but make the adjustments described in the following steps.

**Step 2.** For an estimate of the variance \( \sigma^2 \) that is common to all of the involved populations, use the value of MS(error), which uses all of the available sample data. The value of MS(error) is typically obtained when conducting the analysis of variance test. Using the value of MS(error), calculate the value of the test statistic \( t \), as shown below. The particular test statistic calculated below is based on the choice of Sample 1 and Sample 2; change the subscripts and use another pair of samples until all of the different possible pairs of samples have been tested.

\[
t = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{\text{MS(error)} \cdot \left(\frac{1}{n_1} + \frac{1}{n_2}\right)}}
\]

**Step 3.** After calculating the value of the test statistic \( t \) for a particular pair of samples, find either the critical \( t \) value or the \( P \)-value, but make the following adjustment so that the overall significance level does not increase.

**P-value:** Use the test statistic \( t \) with \( df = N - k \), where \( N \) is the total number of sample values and \( k \) is the number of samples, and find the \( P \)-value the usual way, but adjust the \( P \)-value by multiplying it by the number of different possible pairings of two samples. (For example, with three samples, there are three different possible pairings, so adjust the \( P \)-value by multiplying it by 3.)

**Critical value:** When finding the critical value, adjust the significance level \( \alpha \) by dividing it by the number of different possible pairings of two samples. (For example, with three samples, there are three different possible pairings, so adjust the significance level by dividing it by 3.)

Note that in Step 3 of the preceding Bonferroni procedure, either an individual test is conducted with a much lower significance level, or the \( P \)-value is greatly increased. Rejection of equality of means therefore requires differences that are much
farther apart. This adjustment in Step 3 compensates for the fact that we are doing several tests instead of only one test.

**EXAMPLE 2  Bonferroni Test** Example 1 in this section used analysis of variance with the sample data in Table 12-1. We concluded that there is sufficient evidence to warrant rejection of the claim of equal means. Use the Bonferroni test with a 0.05 significance level to identify which mean is different from the others.

**SOLUTION**

The Bonferroni test requires a separate $t$ test for each different possible pair of samples. Here are the null hypotheses to be tested:

- $H_0: \mu_1 = \mu_2$
- $H_0: \mu_1 = \mu_3$
- $H_0: \mu_2 = \mu_3$

We begin with $H_0: \mu_1 = \mu_2$. From Table 12-1 we see that $\bar{x}_1 = 44.7$, $n_1 = 10$, $\bar{x}_2 = 42.1$, and $n_2 = 10$. From the technology results shown in Example 1 we also know that $MS(error) = 19.888889$. We can now evaluate the test statistic:

$$
t = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{MS(error) \cdot \left(\frac{1}{n_1} + \frac{1}{n_2}\right)}}
$$

$$
= \frac{44.7 - 42.1}{\sqrt{19.88889 \cdot \left(\frac{1}{10} + \frac{1}{10}\right)}} = 1.303626224
$$

The number of degrees of freedom is $df = N - k = 30 - 3 = 27$. With a test statistic of $t = 1.303626244$ and with $df = 27$, the two-tailed $P$-value is 0.203368, but we adjust this $P$-value by multiplying it by 3 (the number of different possible pairs of samples) to get a final $P$-value of 0.610. Because this $P$-value is not small (less than 0.05), we fail to reject the null hypothesis. It appears that Samples 1 and 2 do not have significantly different means.

Instead of continuing with separate hypothesis tests for the other two pairings, see the SPSS display showing all of the Bonferroni test results. (The first row of numerical results corresponds to the results found here; see the value of 0.610, which is calculated here.) The display shows that the mean for Sample 1 (small cars) is significantly different from the mean for Sample 3 (large cars). Based on the Bonferroni test, it appears that the measurements from small cars have a mean that is significantly different from the mean for large cars.
12-2 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. ANOVA Listed below are skull breadths obtained from skulls of Egyptian males from three different epochs (based on data from Ancient Races of the Thebaid, by Thomson and Randall-Maciver). Assume that we plan to use an analysis of variance test with a 0.05 significance level to test the claim that the different epochs have the same mean.

   a. In this context, what characteristic of the data indicates that we should use one-way analysis of variance?

   b. If the objective is to test the claim that the three epochs have the same mean, why is the method referred to as analysis of variance?

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Skull Breadth</th>
</tr>
</thead>
<tbody>
<tr>
<td>400 B.C.</td>
<td>131 138 125 129 132 135 132 134 138</td>
</tr>
<tr>
<td>1850 B.C.</td>
<td>129 134 136 137 137 129 136 138 134</td>
</tr>
<tr>
<td>150 A.D.</td>
<td>128 138 136 139 141 142 137 145 137</td>
</tr>
</tbody>
</table>

2. Why One Test? Refer to the sample data given in Exercise 1. If we want to test for equality of the three means, why don’t we use three separate hypothesis tests for \( \mu_1 = \mu_2, \mu_2 = \mu_3, \) and \( \mu_1 = \mu_3? \)

3. Interpreting P-Value If we use a 0.05 significance level in analysis of variance with the sample data given in Exercise 1, we get a P-value of 0.031. What should we conclude?

4. Which Mean Is Different? Refer to the sample data given in Exercise 1. Given that the three sample means are 132.7, 134.4, and 138.1, can we use analysis of variance to conclude that the mean skull breadth from 150 A.D. is different from the means in 400 B.C. and 1850 B.C.? Why or why not?

In Exercises 5–16, use analysis of variance for the indicated test.

5. Readability Measures Samples of pages were randomly selected from The Bear and the Dragon by Tom Clancy, Harry Potter and the Sorcerer’s Stone by J. K. Rowling, and War and Peace by Leo Tolstoy. The Flesch Reading Ease scores were obtained from each page, and the TI-83/84 Plus calculator results from analysis of variance are given here. Use a 0.05 significance level to test the claim that the three books have the same mean Flesch Reading Ease score.
6. Words Per Sentence Samples of pages were randomly selected from the same three books identified in Exercise 5. The mean number of words per sentence was computed for each page, and the analysis of variance results from Minitab are shown below. Using a 0.05 significance level, test the claim that the three books have the same mean number of words per sentence.

**MINITAB**

7. Weight Loss from Different Diets A study of the Atkins, Zone, Weight Watchers, and Ornish weight loss programs involved 160 subjects. Each program was followed by 40 subjects. The subjects were weighed before starting the weight loss program and again one year after being on the program. The ANOVA results from Excel are given below (based on data from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Risk Reduction,” by Dansinger, et al., *Journal of the American Medical Association*, Vol. 293, No. 1). Use a 0.05 significance level to test the claim that the mean weight loss is the same for the diets. Given that the mean amounts of weight loss after one year are 2.1 lb, 3.2 lb, 3.0 lb, and 3.3 lb for the four diets, do the diets appear to be effective?

**EXCEL**

8. Weights of M&Ms Using the weights of M&Ms (in g) from the six different color categories listed in Data Set 18 in Appendix B, the STATDISK results from analysis of variance using a 0.05 significance level are shown below. Identify the test statistic, critical value, and *P*-value. What do you conclude?

**STATDISK**

9. Movie Gross Amounts If we use the amounts (in millions of dollars) grossed by movies in categories with PG, PG-13, and R ratings, we obtain the SPSS analysis of variance results shown below. The original sample data are listed in Data Set 9 in Appendix B. Use a 0.05 significance level to test the claim that PG movies, PG-13 movies, and R movies have the same mean gross amount.

**SPSS**

10. Voltage Amounts Data Set 13 in Appendix B lists voltage amounts measured from electricity supplied directly to the author’s home, an independent Generac generator (model PP 5000), and an uninterruptible power supply (APC model CS 350) connected to the author’s home power supply. The results are shown below for analysis of variance obtained using JMP software. Use a 0.05 significance level to test the claim that the three power supplies have
the same mean voltage. Can electrical appliances be expected to behave the same way when run from the three different power sources?

<table>
<thead>
<tr>
<th>JMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
</tr>
<tr>
<td>Column 2</td>
</tr>
<tr>
<td>Error</td>
</tr>
<tr>
<td>C: Total</td>
</tr>
</tbody>
</table>

11. Head Injury in a Car Crash Listed below are head injury data from crash test dummies used in the same cars from the Chapter Problem. These measurements are in hic, which denotes a standard head injury criterion. Use a 0.05 significance level to test the null hypothesis that the different car categories have the same mean. Do these data suggest that larger cars are safer?

- Small Cars: 290, 406, 371, 544, 374, 501, 376, 499, 479, 475
- Medium Cars: 245, 502, 474, 505, 393, 264, 368, 510, 296, 349
- Large Cars: 342, 216, 335, 698, 216, 169, 608, 432, 510, 332

12. Femur Injury in a Car Crash Listed below are measured loads (in lb) on the left femur of crash test dummies used in the same cars listed in the Chapter Problem. Use a 0.05 significance level to test the null hypothesis that the different car categories have the same mean. Do these data suggest that larger cars are safer?

- Small Cars: 548, 782, 1188, 707, 324, 320, 634, 501, 274, 437
- Medium Cars: 194, 280, 1076, 411, 617, 133, 719, 656, 874, 445

13. Triathlon Times Jeff Parent is a statistics instructor who participates in triathalons. Listed below are times (in minutes and seconds) he recorded while riding a bicycle for five laps through each mile of a 3-mile loop. Use a 0.05 significance level to test the claim that it takes the same time to ride each of the miles. Does one of the miles appear to have a hill?


14. Car Emissions Listed below are measured amounts of greenhouse gas emissions from cars in three different categories (from Data Set 16 in Appendix B). The measurements are in tons per year, expressed as CO₂ equivalents. Use a 0.05 significance level to test the claim that the different car categories have the same mean amount of greenhouse gas emissions. Based on the results, does the number of cylinders appear to affect the amount of greenhouse gas emissions?

- Four cylinder: 7.2, 7.9, 6.8, 7.4, 6.5, 6.6, 6.7, 6.5, 7.1, 6.7, 5.5, 7.3
- Six cylinder: 8.7, 7.7, 7.7, 8.7, 8.2, 9.0, 9.3, 7.4, 7.0, 7.2, 7.2, 8.2

In Exercises 15 and 16, use the data set from Appendix B.

15. Nicotine in Cigarettes Refer to Data Set 4 in Appendix B and use the amounts of nicotine (mg per cigarette) in the king size cigarettes, the 100 mm menthol cigarettes, and the 100 mm nonmenthol cigarettes. The king size cigarettes are nonfiltered, nonmenthol, and non-light. The 100 mm menthol cigarettes are filtered and non-light. The 100 mm nonmenthol cigarettes are filtered and non-light. Use a 0.05 significance level to test the claim that the three categories of cigarettes yield the same mean amount of nicotine. Given that only the king size cigarettes are not filtered, do the filters appear to make a difference?

16. Tar in Cigarettes Refer to Data Set 4 in Appendix B and use the amounts of tar (mg per cigarette) in the three categories of cigarettes described in Exercise 15. Use a 0.05 significance level to test the claim that the three categories of cigarettes yield the same mean amount of tar. Given that only the king size cigarettes are not filtered, do the filters appear to make a difference?
17. Using the Tukey Test This section included a display of the Bonferroni test results from Table 12-1 included with the Chapter Problem. Shown here is the SPSS-generated display of results from the Tukey test using the same data. Compare the Tukey test results to those from the Bonferroni test.

18. Using the Bonferroni Test Shown below are partial results from using the Bonferroni test with the sample data from Exercise 14. Assume that a 0.05 significance level is being used.

a. What do the displayed results tell us?

b. Use the Bonferroni test procedure to test for a significant difference between the mean amount of greenhouse gas emissions from six-cylinder cars and the mean from eight-cylinder cars. Identify the test statistic and either the $P$-value or critical values. What do the results indicate?

Two-Way ANOVA

Key Concept In this section we introduce the method of two-way analysis of variance, which is used with data partitioned into categories according to two factors. The method of this section requires that we begin by testing for an interaction between the two factors. Then we test to determine whether the row factor has an effect and we also test to determine whether the column factor has an effect.

Table 12-3 is an example of data categorized with two factors:

1. Type: One factor is the row variable of type of car (foreign, domestic).

2. Size: The second factor is the column variable of size of the car (small, medium, large).

The subcategories in Table 12-3 are often called cells, so Table 12-3 has six cells containing three values each.

In analyzing the sample data in Table 12-3, we have already discussed one-way analysis of variance for a single factor, so it might seem reasonable to simply proceed with one-way ANOVA for the factor of site and another one-way ANOVA for the factor of treatment, but that approach wastes information and totally ignores a very important feature: the possible effect of an interaction between the two factors.
There is an interaction between two factors if the effect of one of the factors changes for different categories of the other factor.

As an example of an interaction between two factors, consider food pairings. Peanut butter and jelly interact well, but ketchup and ice cream interact in a way that results in a bad taste, so we rarely see someone eating ice cream topped with ketchup. Physicians must be careful to avoid prescribing drugs with interactions that produce adverse effects. It was found that the antifungal drug Nizoral (ketoconazole) interacted with the antihistamine drug Seldane (terfenadine) in such a way that Seldane was not metabolized properly, causing abnormal heart rhythms in some patients. Seldane was subsequently removed from the market. Just think of an interaction effect as an effect due to the combination of the two factors.

Exploring Data Let’s explore the data in Table 12-3 by calculating the mean for each cell and by constructing a graph. The individual cell means are shown in Table 12-4. Those means vary from a low of 36.0 to a high of 47.0, so they appear to vary considerably. Figure 12-3 is an interaction graph, which shows graphs of those means, and that figure has two very notable features:

<table>
<thead>
<tr>
<th>Size of Car</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreign</td>
<td>44</td>
<td>41</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>54</td>
<td>49</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>43</td>
<td>47</td>
<td>42</td>
</tr>
<tr>
<td>Domestic</td>
<td>43</td>
<td>43</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>37</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>34</td>
<td>33</td>
</tr>
</tbody>
</table>

**Poll Resistance**

Surveys based on relatively small samples can be quite accurate, provided the sample is random or representative of the population. However, increasing survey refusal rates are now making it more difficult to obtain random samples. The Council of American Survey Research Organizations reported that in a recent year, 38% of consumers refused to respond to surveys. The head of one market research company said, “Everyone is fearful of self-selection and worried that generalizations you make are based on cooperators only.” Results from the multi-billion-dollar market research industry affect the products we buy, the television shows we watch, and many other facets of our lives.
Chapter 12
Analysis of Variance

- **Larger means**: Because the line segments representing foreign cars are *higher* than the line segments for domestic cars, it appears that foreign cars have consistently *larger* measures of chest deceleration.

- **Interaction**: Because the line segments representing foreign cars appear to be approximately *parallel* to the line segments for domestic cars, it appears that foreign and domestic cars behave the same for the different car size categories, so there does not appear to be an interaction effect.

In general, if a graph such as Figure 12-3 results in line segments that are approximately *parallel*, we have evidence that there is *not an interaction* between the row and column variables. If the line segments from foreign and domestic cars were far from parallel, we would have evidence of an interaction between site and treatment. These observations based on Table 12-4 and Figure 12-3 are largely subjective, so we will proceed with the more objective method of two-way analysis of variance.

Here are the requirements and basic procedure for two-way analysis of variance (ANOVA). The procedure is also summarized in Figure 12-4.

**Figure 12-4**
Procedure for Two-Way Analysis of Variance

1. **Test for an interaction between the two factors.** Use the *P*-value for the test statistic
   \[
   F = \frac{MS \text{ (interaction)}}{MS \text{ (error)}}
   \]
   If the *P*-value is small (such as less than 0.05), *conclude that there is an interaction effect*.

2. **Is there an effect due to interaction between the two factors?**
   - **Yes**: 
     (Reject \( H_0 \) of no interaction effect.)
   - **No**: 
     (Fail to reject \( H_0 \) of no interaction effect.)

3. **Test for effect from row factor using the *P*-value for the test statistic**
   \[
   F = \frac{MS \text{ (row factor)}}{MS \text{ (error)}}
   \]
   If the *P*-value is small (such as less than 0.05), *conclude that there is an effect from the row factor*.

4. **Test for effect from column factor using the *P*-value for the test statistic**
   \[
   F = \frac{MS \text{ (column factor)}}{MS \text{ (error)}}
   \]
   If the *P*-value is small (such as less than 0.05), *conclude that there is an effect from the column factor*.

In general, if a graph such as Figure 12-3 results in line segments that are approximately parallel, we have evidence that there is not an interaction between the row and column variables. If the line segments from foreign and domestic cars were far from parallel, we would have evidence of an interaction between site and treatment. These observations based on Table 12-4 and Figure 12-3 are largely subjective, so we will proceed with the more objective method of two-way analysis of variance.

Here are the requirements and basic procedure for two-way analysis of variance (ANOVA). The procedure is also summarized in Figure 12-4.
Objective

With sample data categorized with a row variable and a column variable, use two-way analysis of variance to test for an interaction effect, an effect from the row factor, and an effect from the column factor.

Requirements

1. For each cell, the sample values come from a population with a distribution that is approximately normal. (This procedure is robust against reasonable departures from normal distributions.)
2. The populations have the same variance $\sigma^2$ (or standard deviation $\sigma$). (This procedure is robust against reasonable departures from the requirement of equal variances.)
3. The samples are simple random samples of quantitative data.

4. The samples are independent of each other. (This procedure does not apply to samples that are not independent.)
5. The sample values are categorized two ways. (This is the basis for the name of the method: two-way analysis of variance.)
6. All of the cells have the same number of sample values. (This is called a balanced design.)

Procedure for Two-Way ANOVA (See Figure 12-4)

Step 1: Interaction Effect: In two-way analysis of variance, begin by testing the null hypothesis that there is no interaction between the two factors. Use technology to find the $P$-value corresponding to the following test statistic:

$$F = \frac{MS(\text{interaction})}{MS(\text{error})}$$

Conclusion:

- If the $P$-value corresponding to the above test statistic is small (such as less than or equal to 0.05), reject the null hypothesis of no interaction. Conclude that there is an interaction effect.
- If the $P$-value is large (such as greater than 0.05), fail to reject the null hypothesis of no interaction between the two factors. Conclude that there is no interaction effect.

Step 2: Row/Column Effects: If we conclude that there is an interaction effect, then we should stop now; we should not proceed with the two additional tests. (If there is an interaction between factors, we shouldn’t consider the effects of either factor without considering those of the other.)

If we conclude that there is no interaction effect, then we should proceed with the following two hypothesis tests.

Row Factor: For the row factor, test the null hypothesis $H_0$: There are no effects from the row factor (that is, the row means are equal). Find the $P$-value corresponding to the test statistic $F = MS(\text{row})/MS(\text{error})$.

Conclusion:

- If the $P$-value corresponding to the test statistic is small (such as less than or equal to 0.05), reject the null hypothesis of no effect from the row factor. Conclude that there is an effect from the row factor.
- If the $P$-value is large (such as greater than 0.05), fail to reject the null hypothesis of no effect from the row factor. Conclude that there is no effect from the row factor.

Column Factor: For the column factor, test the null hypothesis $H_0$: There are no effects from the column factor (that is, the column means are equal). Find the $P$-value corresponding to the test statistic $F = MS(\text{column})/MS(\text{error})$.

Conclusion:

- If the $P$-value corresponding to the test statistic is small (such as less than or equal to 0.05), reject the null hypothesis of no effect from the column factor. Conclude that there is an effect from the column factor.
- If the $P$-value is large (such as greater than 0.05), fail to reject the null hypothesis of no effect from the column factor. Conclude that there is no effect from the column factor.
**Car Crash Test Measurements** Given the chest deceleration measurements in Table 12-3, use two-way analysis of variance to test for an interaction effect, an effect from the row factor of type of car (foreign, domestic), and an effect from the column factor of car size (small, medium, large). Use a 0.05 significance level.

**SOLUTION**

**Requirement Check** (1) For each cell, the sample values appear to be from a normally distributed population, as indicated by normal quantile plots. (2) The variances of the cells are 37.0, 1.0, 17.3, 21.0, 46.3, and 7.0, so they vary considerably, but there are only three sample values in each cell, so we need extreme differences to reject equal variances. The test is robust against departures from equal variances, but we might have some reservations about this requirement. We will assume that this requirement is satisfied. (3) The samples are simple random samples of cars selected by the author. (4) The samples are independent of each other; the cars are not matched in any way. (5) The sample values are categorized in two ways (whether the car is foreign or domestic, and whether the car is small, medium, or large). (6) All of the cells have the same number (three) of sample values. The requirements are satisfied.

The calculations are quite involved, so we use a computer software or a TI-83/84 Plus calculator. The Minitab two-way analysis of variance display for the data in Table 12-3 is shown here.

**MINITAB**

**Step 1: Interaction Effect:** We begin by testing the null hypothesis that there is no interaction between the two factors. Using Minitab for the data in Table 12-3, we get the results shown in the preceding Minitab display, and we find the following test statistic:

\[ F = \frac{MS(\text{interaction})}{MS(\text{error})} = \frac{7.389}{21.611} = 0.34 \]

**Interpretation:** The corresponding \( P \)-value is shown in the Minitab display as 0.717, so we fail to reject the null hypothesis of no interaction between the two factors. It does not appear that the chest deceleration measurements are affected by an interaction between size of the car (small, medium, large) and the type of car (foreign, domestic). There does not appear to be an interaction effect.

**Step 2: Row/Column Effects:** Because there does not appear to be an interaction effect, we proceed to test for effects from the row and column factors. The two hypothesis tests use these null hypotheses:

- \( H_0: \) There are no effects from the row factor (that is, the row means are equal).
- \( H_0: \) There are no effects from the column factor (that is, the column means are equal).

**Row Factor:** For the row factor (type), we refer to the preceding Minitab display of results to find the \( P \)-value corresponding to the following test statistic:

\[ F = \frac{MS(\text{type})}{MS(\text{error})} = \frac{117.556}{21.611} = 5.44 \]
Conclusion: The corresponding $P$-value is shown in the Minitab display as 0.038. Because that $P$-value is less than the significance level of 0.05, we reject the null hypothesis of no effects from the type of car. That is, chest deceleration measurements do appear to be affected by whether the car is foreign or domestic.

**Column Factor:** For the column factor (size), we refer to the preceding Minitab display of results to find the $P$-value corresponding to the following test statistic:

$$F = \frac{MS(\text{size})}{MS(\text{error})} = \frac{77.389}{21.611} = 3.58$$

Conclusion: The corresponding $P$-value is shown in the Minitab display as 0.060. Because that $P$-value is greater than the significance level of 0.05, we fail to reject the null hypothesis of no effects from size. That is, chest deceleration measurements do not appear to be affected by whether the car is small, medium, or large.

Based on the sample data in Table 12-3, we conclude that chest deceleration measurements appear to be affected by whether the car is foreign or domestic, but those measurements do not appear to be affected by the size of the car.

---

**CAUTION**

Two-way analysis of variance is not one-way analysis of variance done twice. Be sure to test for an interaction between the two factors.

---

**Special Case: One Observation per Cell and No Interaction** Table 12-3 contains 3 observations per cell. If our sample data consist of only one observation per cell, we lose $MS(\text{interaction})$, $SS(\text{interaction})$, and $df(\text{interaction})$ because those values are based on sample variances computed for each individual cell. If there is only one observation per cell, there is no variation within individual cells and those sample variances cannot be calculated, so we use the following procedure.

**Procedure for Two-Way Analysis of Variance with One Observation Per Cell**

If it seems reasonable to assume (based on knowledge about the circumstances) that there is no interaction between the two factors, make that assumption and then proceed as before to test the following two hypotheses separately:

- $H_0^r$: There are no effects from the row factor.
- $H_0^c$: There are no effects from the column factor.

---

**EXAMPLE 2** One Observation Per Cell: Car Crash Test Measurements

Table 12-5 on the next page has only one observation per cell. (Table 12-5 is obtained from Table 12-3.) The Minitab results from Table 12-5 are shown below the table. Use a 0.05 significance level to test for an effect from the row factor of type of car (foreign, domestic) and also test for an effect from the column factor of car size. Assume that there is no effect from an interaction between type of car and car size.

...continued
Table 12-5 One Observation Per Cell: Chest Deceleration Measurements

<table>
<thead>
<tr>
<th>Size of Car</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreign</td>
<td>44</td>
<td>41</td>
<td>32</td>
</tr>
<tr>
<td>Domestic</td>
<td>43</td>
<td>43</td>
<td>37</td>
</tr>
</tbody>
</table>

**MINITAB**

**SOLUTION**

**Row factor:** We first use the results from the Minitab display to test the null hypothesis of no effects from the row factor of type of car (foreign or domestic).

\[
F = \frac{\text{MS(type)}}{\text{MS(error)}} = \frac{6}{4.5} = 1.33
\]

This test statistic is not significant, because the corresponding P-value in the Minitab display is 0.368. We fail to reject the null hypothesis; it appears that the chest deceleration measurements are not affected by whether the car is foreign or domestic.

**Column factor:** We now use the Minitab display to test the null hypothesis of no effect from the column factor of car size. The test statistic is

\[
F = \frac{\text{MS(size)}}{\text{MS(error)}} = \frac{46.5}{4.5} = 10.33
\]

This test statistic is not significant because the corresponding P-value is given in the Minitab display as 0.088. We fail to reject the null hypothesis, so it appears that the chest deceleration measurements are not affected by the size of the car.

In this section we have briefly discussed an important branch of statistics. We have emphasized the interpretation of computer displays while omitting the manual calculations and formulas, which are quite complex.
For two-way tables with exactly one entry per cell, the labels are not required. Enter the sample data as they appear in the table. If using Excel 2007, click on Data, then click on Data Analysis; if using Excel 2003, click on Tools, then Data Analysis. Select Anova: Two-Factor Without Replication. In the dialog box, enter the input range of the sample values only; do not include labels in the input range. Click OK.

**TI-83/84 PLUS** The TI-83/84 Plus program A1ANOVA can be downloaded from the CD-ROM included with this book. Select the software folder. The program must be downloaded to your calculator, then the sample data must first be entered as matrix D with three columns. Press 2ND X⁻¹ scroll to the right for EDIT, scroll down for [D], then press ENTER and proceed to enter the total number of data values followed by 3 (for 3 columns). The first column of D lists all of the sample data, the second column lists the corresponding row number, and the third column lists the corresponding column number. After entering all of the data and row numbers and column numbers in matrix D, press PRGM, select A1ANOVA and press ENTER ENTER, then select RAN BLOCK DESI (for random block design) and press ENTER ENTER. Select CONTINUE and press ENTER. After a while, the results will be displayed. F(A) is the F test statistic for the row factor, and it will be followed by the corresponding P-value. F(B) is the F test statistic for the column factor, and it is followed by the corresponding P-value. (It is necessary to press ENTER to see the remaining part of the display.) F(AB) is the F test statistic for the interaction effect, and it is followed by the corresponding P-value.

### Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Two-Way ANOVA** Researchers randomly select and weigh men and women (as in Data Set 1 in Appendix B). Their weights are entered in the table below, so that each cell includes five weights. What characteristic of the data suggests that the appropriate method of analysis is two-way analysis of variance? That is, what is “two-way” about the data?

<table>
<thead>
<tr>
<th>Age</th>
<th>Under 30</th>
<th>30–40</th>
<th>Over 40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. **Two-Way ANOVA** If the weights are entered in the table described in Exercise 1, what can we determine by using the method of two-way analysis of variance?

3. **Balanced Design** If the weights are entered in the table described in Exercise 1, is the result a balanced design? Why or why not?

4. **Interaction** Shown below is a Minitab-generated interaction plot representing weights of poplar trees grown at different sites (site 1 and site 2) with different treatments (none, fertilizer, irrigation, fertilizer and irrigation). What does this graph suggest about the interaction between the two factors?

![MINITAB Interaction Plot](image)
Interpreting a Computer Display. Exercises 5–7 use the given Minitab display, which results from the heights of 32 randomly selected men and 32 randomly selected women listed in Data Set 1 in Appendix B. The row variable of sex has two values (male, female) and the column variable of age consists of two age brackets (below 30, above 30). Use a 0.05 significance level for the hypothesis test.

5. Interaction Effect Test the null hypothesis that heights are not affected by an interaction between sex and age bracket. What do you conclude?

6. Effect of Sex Assume that heights are not affected by an interaction between sex and age bracket. Is there sufficient evidence to support the claim that sex has an effect on height?

7. Effect of Age Bracket Assume that heights are not affected by an interaction between sex and age bracket. Is there sufficient evidence to support the claim that age bracket has an effect on height?

Interpreting a Computer Display. In Exercises 8–10, use the Minitab display, which results from the head injury measurements from car crash dummies listed below. The measurements are in hic (head injury criterion) units, and they are from the same cars used for Table 12-3. Use a 0.05 significance level to test the given claim.

<table>
<thead>
<tr>
<th>Size of Car</th>
<th>Foreign</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>290</td>
<td>245</td>
<td>342</td>
</tr>
<tr>
<td></td>
<td>544</td>
<td>502</td>
<td>698</td>
</tr>
<tr>
<td></td>
<td>501</td>
<td>393</td>
<td>332</td>
</tr>
<tr>
<td>Domestic</td>
<td>406</td>
<td>474</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td>371</td>
<td>368</td>
<td>335</td>
</tr>
<tr>
<td></td>
<td>376</td>
<td>349</td>
<td>169</td>
</tr>
</tbody>
</table>

8. Interaction Effect Test the null hypothesis that head injury measurements are not affected by an interaction between the type of car (foreign, domestic) and size of the car (small, medium, large). What do you conclude?

9. Effect from Type Assume that head injury measurements are not affected by an interaction between type of car (foreign, domestic) and size of car (small, medium, large). Is there sufficient evidence to support the claim that the type of car has an effect on head injury measurements?

10. Effect of Size Assume that head injury measurements are not affected by an interaction between type of car (foreign, domestic) and size of car (small, medium, large). Is there sufficient evidence to support the claim that size of the car (small, medium, large) has an effect on head injury measurements?

Interpreting a Computer Display. In Exercises 11–13, use the STATDISK display, which results from measures of self-esteem listed in the table below. The data are from Richard Lowry and are based on a student project at Vassar College supervised by Jannay Morrow. The objective of the project was to study
how levels of self-esteem in subjects relate to their perceived self-esteem in other target people who were described in writing. Self-esteem levels were measured using the Coopersmith Self-Esteem Inventory, and the test here works well even though the data are at the ordinal level of measurement. Use a 0.05 significance level to test the given claim.

<table>
<thead>
<tr>
<th>Subject's Self-Esteem</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 4</td>
<td>3 3</td>
<td>3 1</td>
<td></td>
</tr>
<tr>
<td>3 5</td>
<td>3 4</td>
<td>3 3</td>
<td></td>
</tr>
<tr>
<td>4 4</td>
<td>4 2</td>
<td>3 5</td>
<td></td>
</tr>
<tr>
<td>5 4</td>
<td>4 4</td>
<td>3 2</td>
<td></td>
</tr>
<tr>
<td>2 4</td>
<td>1 2</td>
<td>3 3</td>
<td></td>
</tr>
<tr>
<td>4 2</td>
<td>2 3</td>
<td>3 3</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 2</td>
<td>4 3</td>
<td>3 2</td>
<td></td>
</tr>
<tr>
<td>4 2</td>
<td>1 2</td>
<td>3 2</td>
<td></td>
</tr>
<tr>
<td>2 3</td>
<td>1 3</td>
<td>3 4</td>
<td></td>
</tr>
<tr>
<td>2 4</td>
<td>2 4</td>
<td>3 4</td>
<td></td>
</tr>
<tr>
<td>2 2</td>
<td>3 1</td>
<td>4 3</td>
<td></td>
</tr>
<tr>
<td>2 3</td>
<td>1 4</td>
<td>3 4</td>
<td></td>
</tr>
</tbody>
</table>

STATDISK

11. Interaction Effect Test the null hypothesis that measurements of self-esteem are not affected by an interaction between the subject’s self-esteem and the target’s self-esteem. What do you conclude?

12. Effect from Target Assume that self-esteem measurements are not affected by an interaction between subject self-esteem and target self-esteem. Is there sufficient evidence to support the claim that the category of the target (low, high) has an effect on measures of self-esteem?

13. Effect of Subject Assume that self-esteem measurements are not affected by an interaction between subject self-esteem and target self-esteem. Is there sufficient evidence to support the claim that the self-esteem of the subject (low, medium, high) has an effect on the measurements of self-esteem?

In Exercises 14 and 15, use computer software or a TI-83/84 Plus calculator to obtain the results from two-way analysis of variance.

14. Cholesterol Levels The following table lists measured cholesterol levels from Data Set 1 in Appendix B. Are cholesterol levels affected by an interaction between sex and age? Are cholesterol levels affected by sex? Are cholesterol levels affected by age?

<table>
<thead>
<tr>
<th>Age</th>
<th>Under 30</th>
<th>30–50</th>
<th>Over 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>265</td>
<td>303</td>
<td>1252</td>
</tr>
<tr>
<td>Female</td>
<td>325</td>
<td>112</td>
<td>62</td>
</tr>
</tbody>
</table>

15. Pancake Experiment Listed below are ratings of pancakes made by experts (based on data from Minitab). Different pancakes were made with and without a supplement, and different amounts of whey were used. Are the ratings affected by an interaction between the use of the supplement and the amount of whey? Are ratings affected by use of the supplement? Are ratings affected by the amount of whey?

<table>
<thead>
<tr>
<th>Whey</th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Supplement</td>
<td>4.4</td>
<td>4.5</td>
<td>4.3</td>
<td>4.6</td>
</tr>
<tr>
<td>Supplement</td>
<td>3.3</td>
<td>3.2</td>
<td>3.1</td>
<td>3.8</td>
</tr>
</tbody>
</table>
One Observation Per Cell. In Exercises 16 and 17, refer to the indicated data and use a 0.05 significance level for the hypothesis test.

16. Cholesterol Levels Refer to the sample data in Exercise 14 and use only the first entry in each cell. Assume that there is no effect on cholesterol levels from an interaction between age bracket and sex. Is there sufficient evidence to support the claim that cholesterol levels are affected by sex? Is there sufficient evidence to support the claim that cholesterol levels are affected by age bracket?

17. Pancake Experiment List Refer to the sample data in Exercise 15 and use only the first entry in each cell. Assume that there is no effect on rating from an interaction between the use of the supplement and the amount of whey. Is there sufficient evidence to support the claim that ratings are affected by the use of the supplement? Is there sufficient evidence to support the claim that ratings are affected by the amount of whey?

18. Transformations of Data Example 1 illustrated the use of two-way ANOVA to analyze the sample data in Table 12-3. How are the results affected in each of the following cases?

- a. The same constant is added to each sample value.
- b. Each sample value is multiplied by the same nonzero constant.
- c. The format of the table is transposed, so that the row and column factors are interchanged.
- d. The first sample value in the first cell is changed so that it becomes an outlier.

Review

One-Way Analysis of Variance In Section 12-2 we presented the method of one-way analysis of variance, which is a method used to test for equality of three or more population means. (The requirements and procedure are listed in Section 12-2.) Because of the complex nature of the required calculations, we focused on the interpretation of \( P \)-values obtained using technology. When using one-way analysis of variance for testing equality of three or more population means, we use this decision criterion:

- If the \( P \)-value is small (such as 0.05 or less), reject the null hypothesis of equal population means and conclude that at least one of the population means is different from the others.
- If the \( P \)-value is large (such as greater than 0.05), fail to reject the null hypothesis of equal population means. Conclude that there is not sufficient evidence to warrant rejection of equal population means.

Two-Way Analysis of Variance In Section 12-3 we presented the method of two-way analysis of variance, which is used with data categorized according to two different factors. One factor is used to arrange the sample data in different rows, while the other factor is used to arrange the sample data in different columns. The procedure for two-way analysis of variance is summarized here:

1. Interaction Test for an interaction between the two factors.
   - If the \( P \)-value for the interaction is small (such as 0.05 or less), there appears to be an interaction effect, and we should stop here and not proceed with the following two tests.
   - If the \( P \)-value is large (such as greater than 0.05), there does not appear to be an interaction effect, and we should proceed with the following two tests.

2. Row Factor Test for an effect from the factor used to arrange the sample data in different rows.
   - If the \( P \)-value for the row factor is small (such as 0.05 or less), there appears to be an effect from the row factor.
   - If the \( P \)-value for the row factor is large (such as greater than 0.05), there does not appear to be an effect from the row factor.
3. Column Factor Test for an effect from the factor used to arrange the sample data in different columns.

- If the $P$-value for the column factor is small (such as 0.05 or less), there appears to be an effect from the column factor.
- If the $P$-value for the column factor is large (such as greater than 0.05), there does not appear to be an effect from the column factor.

In Section 12-3 we also considered the use of two-way analysis of variance for the special case in which there is only one observation per cell.

### Statistical Literacy and Critical Thinking

1. **Independent Sample Data** Data Set 13 in Appendix B lists measured voltage amounts from a gasoline-powered generator, a home's electrical system, and an uninterruptible backup power supply that is powered with the same home's electrical system. If the sample voltage amounts are measured from the three sources at precisely the same times, are the data independent? Should we use one-way analysis of variance? Why or why not?

2. **One Way ANOVA and Two-Way ANOVA** What is the main difference between one-way analysis of variance and two-way analysis of variance?

3. **Movie Data** Data Set 9 in Appendix B lists data from 35 movies. If more movies are included and the MPAA ratings (PG, PG-13, R) are categorized according to movie running time (under 2 hours, over 2 hours) and budget (under $75 million, over $75 million), can the methods of this chapter be used to test for effects of movie running time and budget bracket? Why or why not?

4. **Car Crash Tests** Both sections of this chapter used results from car crash tests. (See the sample data in Table 12-1 and Table 12-3.) If costs of future car crash tests are reduced by using only the least expensive cars in size categories of small, medium, and large, can inferences be made about the safety of all cars? Why or why not?

### Chapter Quick Quiz

1. What is one-way analysis of variance used for?

2. Are one-way analysis of variance tests left-tailed, right-tailed, or two-tailed?

3. In one-way analysis of variance tests, do larger test statistics result in larger $P$-values, smaller $P$-values, or $P$-values that are unrelated to the value of the test statistic?

4. The following display results from using Minitab for one-way analysis with sample data consisting of measured grade level reading scores from 12 randomly selected pages in three different books (by Rowling, Clancy, and Tolstoy). What is the value of the test statistic?

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor</td>
<td>2</td>
<td>66.19</td>
<td>34.09</td>
<td>6.98</td>
<td>0.001</td>
</tr>
<tr>
<td>Error</td>
<td>33</td>
<td>125.31</td>
<td>3.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
<td>199.50</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Using the same one-way analysis test and results given in Exercise 4, what is the null hypothesis and what do you conclude about it?

6. Using the same one-way analysis test and results given in Exercise 4, what is the final conclusion?

7. What is the fundamental difference between one-way analysis of variance and two-way analysis of variance?

8. Given below is a Minitab display resulting from two-way analysis of variance with sample data consisting of 18 different student estimates of the length of a classroom. The values are
categorized according to sex and major (math, business, liberal arts). What do you conclude about an interaction between sex and major?

MINITAB

9. Using the same results given in Exercise 8, does it appear that the length estimates are affected by the sex of the subject?

10. Using the same results given in Exercise 8, does it appear that the length estimates are affected by the subject’s major?

**Review Exercises**

1. **Baseline Characteristics** Experiments and clinical trials with different treatment groups commonly include information about the characteristics of those groups. In a study of four different weight loss programs, each program had 40 subjects. The means and standard deviations of the ages in each group are as follows: Atkins ($\bar{x} = 47$ years, $s = 12$ years); Zone ($\bar{x} = 51$ years, $s = 9$ years); Weight Watchers ($\bar{x} = 49$ years, $s = 10$ years); Ornish ($\bar{x} = 49$ years, $s = 12$ years). These statistics are listed along with a $P$-value of 0.41. These results are from “Comparison of the Atkins, Ornish, Weight Watchers, and Zone Diets for Weight Loss and Heart Disease Risk Reduction,” by Dansinger, et al., *Journal of the American Medical Association*, Vol. 293, No. 1.

a. How many variables are used to categorize the sample data consisting of ages?

b. What specific method is used to find the $P$-value of 0.41?

c. What does the $P$-value of 0.41 indicate about the baseline characteristic of age?

d. What would a small $P$-value (such as 0.001) indicate about the ages, and how would that affect the results of the study?

2. **Car Weight** Listed below are the weights (in lb) of cars in three different categories (from Data Set 16 in Appendix B). The Minitab display from these data is also shown. Use a 0.05 significance level to test the claim that the different car categories have the same mean weight. Do cars with more cylinders weigh more?

Four cylinder 3315 3565 3135 3190 2760 3195 2980 2875 3060 3235 2865 2595 3465

Six cylinder 4035 4115 3650 4030 3710 4095 4020 3915 3745 3475 3600 3630

Eight cylinder 4105 4170 4180 3860 4205 4415 4180

MINITAB

**Interpreting a Computer Display.** In Exercises 3–5, use the Minitab display on the next page, which results from the values listed in the accompanying table. The car types are foreign and domestic. The values are loads (in lb) on the left femur of crash test dummies in the same cars from Example 1 in Section 12.3.

<table>
<thead>
<tr>
<th>Size of Car</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreign</td>
<td>548</td>
<td>194</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td>707</td>
<td>280</td>
<td>1636</td>
</tr>
<tr>
<td></td>
<td>320</td>
<td>617</td>
<td>433</td>
</tr>
<tr>
<td>Domestic</td>
<td>782</td>
<td>1076</td>
<td>937</td>
</tr>
<tr>
<td></td>
<td>1188</td>
<td>719</td>
<td>953</td>
</tr>
<tr>
<td></td>
<td>634</td>
<td>445</td>
<td>472</td>
</tr>
</tbody>
</table>
MINITAB

3. Interaction Effect Test the null hypothesis that loads on the left femur are not affected by an interaction between the type of car and the size of the car.

4. Effect from Type Assume that left femur loads are not affected by an interaction between type of car (foreign, domestic) and size of car (small, medium, large). Is there sufficient evidence to support the claim that the type of car has an effect on left femur load measurements?

5. Effect of Size Assume that left femur loads are not affected by an interaction between type of car (foreign, domestic) and size of car (small, medium, large). Is there sufficient evidence to support the claim that size of the car (small, medium, large) has an effect on left femur load measurements?

6. Carbon Monoxide in Cigarettes Listed below are amounts of carbon monoxide (mg per cigarette) in samples of king size cigarettes, 100 mm menthol cigarettes, and 100 mm non-menthol cigarettes (from Data Set 4 in Appendix B). The king size cigarettes are non-filtered, non-menthol, and non-light. The 100 mm menthol cigarettes are filtered and non-light. The 100 mm non-menthol cigarettes are filtered and non-light. Use a 0.05 significance level to test the claim that the three categories of cigarettes yield the same mean amount of carbon monoxide. Given that only the king size cigarettes are not filtered, do the filters appear to make a difference?

King Size 16 16 16 16 16 17 16 15 16 14 16 16 16 16 16 14
18 15 16 16 16 16
Menthol 15 17 19 9 17 17 15 17 15 17 17 17 17 17 18 11 18 3 17
14 15 22 16 7 9
Nonmenthol 4 19 17 18 13 17 15 15 12 18 17 18 16 3 18 15 18 15
17 15 15 7 16 14

7. Smoking, Body Temperature, Gender The table below lists body temperatures obtained from randomly selected subjects (based on Data Set 2 in Appendix B). The temperatures are categorized according to gender and whether the subject smokes. Using a 0.05 significance level, test for an interaction between gender and smoking, test for an effect from gender, and test for an effect from smoking. What do you conclude?

<table>
<thead>
<tr>
<th></th>
<th>Smokes</th>
<th>Does not smoke</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>98.4</td>
<td>98.0 98.8 97.0</td>
</tr>
<tr>
<td>Female</td>
<td>98.8</td>
<td>98.0 98.2 99.1</td>
</tr>
</tbody>
</table>

8. Longevity The table below lists the numbers of years that U.S. presidents, popes, and British monarchs (since 1690) lived after their inauguration, election, or coronation respectively. As of this writing, the last president is Gerald Ford, the last pope is John Paul II, and the last British monarch is George VI. Determine whether the survival times for the three groups differ. (Table based on data from Computer-Interactive Data Analysis, by Lunn and McNeil, John Wiley & Sons.)

<table>
<thead>
<tr>
<th></th>
<th>Presidents</th>
<th>Popes</th>
<th>Monarchs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presidents</td>
<td>10 29 26 28 15 23 17 25 0 20 4 1 24 16 12 4 10 17 16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Popes</td>
<td>2 9 21 3 6 10 18 11 6 25 23 6 2 15 32 25 11 8 17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monarchs</td>
<td>17 6 13 12 13 33 59 10 7 63 9 25 36 15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Cumulative Review Exercises

In Exercises 1–4, refer to the numbers of years that U.S. presidents, popes, and British monarchs lived after their inauguration, election, or coronation respectively. The data are listed in the table in Review Exercise 8.

1. a. Find the mean for each of the three groups.
   b. Find the standard deviation for each of the three groups.
2. Test the claim that there is a difference between the mean for presidents and the mean for British monarchs.
3. Use the longevity times for presidents and determine whether they appear to come from a population having a normal distribution. Explain why the distribution does or does not appear to be normal.
4. Use the longevity times for presidents and construct a 95% confidence interval estimate of the population mean.
5. **Body Temperatures** Listed below are body temperatures (in °F) randomly selected from the larger sample in Data Set 2 of Appendix B.

<table>
<thead>
<tr>
<th>Temperature (°F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>98.3</td>
</tr>
</tbody>
</table>

a. What is the level of measurement of these temperatures?
b. Are body temperatures discrete data or continuous data?
c. What is the sample mean?
d. What is the sample median?
e. What is the sample range?
f. What is the sample standard deviation?
g. What is the sample variance?
6. **Movie Ratings: Frequency Distribution** Listed below are viewer ratings of movies (from Data Set 9 in Appendix B). Construct a frequency distribution with a class width of 1.0, and use 1.0 for the lower limit of the first class.

<table>
<thead>
<tr>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.7</td>
</tr>
<tr>
<td>7.5</td>
</tr>
</tbody>
</table>

7. **Movie Ratings: Histogram** Use the frequency distribution from the preceding exercise to construct the corresponding histogram. Based on the result, does it appear that the viewer ratings are from a population with a normal distribution? Why or why not?
8. **Movie Ratings and MPAA Ratings** Listed below are samples of movie viewer ratings categorized according to MPAA ratings of PG, PG-13, and R (based on Data Set 9 in Appendix B). First, informally compare the three sample means, then conduct a formal test of the claim that the three samples are from populations with the same mean. Use a 0.05 significance level.

<table>
<thead>
<tr>
<th>MPAA Rating</th>
<th>PG</th>
<th>PG-13</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratings</td>
<td>5.8</td>
<td>6.4</td>
<td>7.7</td>
</tr>
<tr>
<td>1.9</td>
<td>2.0</td>
<td>5.7</td>
<td>6.8</td>
</tr>
</tbody>
</table>

9. **Garbage** Listed below are the amounts (in lb) of paper and plastic discarded by randomly selected households (from Data Set 22 in Appendix B).

<table>
<thead>
<tr>
<th>Type</th>
<th>Amounts (lb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plastic</td>
<td>2.19, 3.05, 2.44, 1.44, 1.28</td>
</tr>
</tbody>
</table>

10. **Firearm Injuries** The table below lists numbers of firearm injuries arranged according to circumstances and whether the firearm was a handgun or a rifle or shotgun (based on data from “Hospitalization Charges, Costs, and Income for Firearm-Related Injuries at a University Trauma Center,” by Kizer, et al., *Journal of the American Medical Association*, Vol. 273, No. 22). Use a 0.05 significance level to test the claim that the injury category is independent of the type of weapon.

<table>
<thead>
<tr>
<th>Weapon</th>
<th>Unintentional</th>
<th>Self-Inflicted</th>
<th>Assault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handgun</td>
<td>31</td>
<td>35</td>
<td>162</td>
</tr>
<tr>
<td>Rifle or Shotgun</td>
<td>13</td>
<td>7</td>
<td>67</td>
</tr>
</tbody>
</table>
Cooperative Group Activities

**Technology Project**

Refer to Data Set 8 in Appendix B. Use a statistical software package or a TI-83/84 Plus calculator for the following.

**a.** Test the null hypothesis that the six samples of word counts for males (columns 1, 3, 5, 7, 9, 11) are from populations with the same mean. Print the results and write a brief summary of your conclusions.

**b.** Test the null hypothesis that the six samples of word counts for females (columns 2, 4, 6, 8, 10, 12) are from populations with the same mean. Print the results and write a brief summary of your conclusions.

**c.** If we want to compare the number of words spoken by men to the number of words spoken by women, does it make sense to combine the six columns of word counts for males and combine the six columns of word counts for females, then compare the two samples? Why or why not?

**INTERNET PROJECT**

**Analysis of Variance**

Go to: [http://www.aw.com/triola](http://www.aw.com/triola)

Follow the link to the Internet Project for this chapter. The project provides the background for experiments in areas as varied as athletic performance, consumer product labeling, and biology of the human body. In each case, the associated data will lend itself naturally to groupings ideal for application of this chapter’s techniques. You will formulate the appropriate hypotheses, then conduct and summarize ANOVA tests.

**APPLET PROJECT**

Open the Applets folder on the CD and double-click on Start.

**a.** Select the menu item of Random numbers and generate 10 random whole numbers between 0 and 9 inclusive.

**b.** Repeat part (a).

**c.** Select the menu item of Random numbers and generate 10 random whole numbers between 5 and 14 inclusive.

**d.** Use one-way analysis of variance to test the claim that the three samples are from populations with the same mean. Be sure to check the requirements for one-way analysis of variance. What can you conclude?

**Cooperative Group Activities**

1. **Out-of-class activity** The World Almanac and Book of Facts includes a section called “Noted Personalities,” with subsections composed of architects, artists, business leaders, military leaders, philosophers, political leaders, scientists, writers, entertainers, and others. Design and conduct an observational study that begins with choosing samples from select groups, followed by a comparison of life spans of people from the different groups. Do any particular groups appear to have life spans that are different from the other groups? Can you explain such differences?

2. **In-class activity** Ask each student in the class to estimate the length of the classroom. Specify that the length is the distance between the chalkboard and the opposite wall. On the same sheet of paper, each student should also write his or her gender (male/female) and major.
Then divide into groups of three or four, and use the data from the entire class to address these questions:

- Is there a significant difference between the mean estimate for males and the mean estimate for females?
- Is there sufficient evidence to reject equality of the mean estimates for different majors? Describe how the majors were categorized.
- Does an interaction between gender and major have an effect on the estimated length?
- Does gender appear to have an effect on estimated length?
- Does major appear to have an effect on estimated length?

3. **Out-of-class activity** Divide into groups of three or four students. Each group should survey other students at the same college by asking them to identify their major and gender. You might include other factors, such as employment (none, part-time, full-time) and age (under 21, 21–30, over 30). For each surveyed subject, determine the accuracy of the time on his or her wristwatch. First set your own watch to the correct time using an accurate and reliable source (“At the tone, the time is . . .”). For watches that are ahead of the correct time, record positive times. For watches that are behind the correct time, record negative times. Use the sample data to address questions such as these:

- Does gender appear to have an effect on the accuracy of the wristwatch?
- Does major have an effect on wristwatch accuracy?
- Does an interaction between gender and major have an effect on wristwatch accuracy?

4. **Out-of-class activity** Divide into groups of three or four students. Each student should go to a different fast-food restaurant (McDonald’s, Burger King, Wendy’s) and randomly select customers as they enter a line to place an order. Record the time from entering the line to picking up the completed order. Use a sample of at least 10 different customers. Use the same day of the week and the same time of day. Test for equality of the service times.

---

**Critical Thinking: Is Lipitor effective in lowering LDL cholesterol?**

With current sales of Lipitor exceeding $13 billion each year, it has become the best selling drug ever. The author asked Pfizer for original data from clinical drug trials of Lipitor, but Pfizer declined to provide the data. The data shown below are based on results given in a Parke-Davis memo from David G. Orluff, M.D., the medical team leader in the clinical trials. The data below refer to atorvastatin, and Lipitor is the trade name of atorvastatin. LDL cholesterol is considered the bad cholesterol, so a subject’s condition is generally improved if the LDL cholesterol is lowered. The changes in LDL cholesterol listed in the table are measured in mg/dL. Note that when compared to baseline values, negative values in the following data indicate that the LDL cholesterol has been lowered.

**Changes in LDL Cholesterol from Baseline Values (a negative value represents a decrease)**

| Placebo Group | −3 5 6 −2 7 8 5 −6 −1 7 −4 3 |
| Group treated with 10 mg of atorvastatin | −28 −27 −23 −25 −27 −29 −22 −22 −26 −23 |
| Group treated with 10 mg of atorvastatin | −23 −22 −24 −21 −25 −26 −23 −24 −23 −22 −22 −20 −29 −29 −27 −24 −28 −26 |
| Group treated with 20 mg of atorvastatin | −22 −26 −23 −26 −25 −29 −27 −27 −23 |
| Group treated with 80 mg of atorvastatin | −42 −41 −38 −42 −41 −41 −40 −44 −32 −37 −41 −37 −34 −31 |

**Analyzing the Results**

Analyze the data. Does it appear that atorvastatin treatment has an effect? If atorvastatin treatment does have an effect, is it the desired effect? Does it appear that larger doses of atorvastatin treatment result in greater beneficial effects? Write a brief report summarizing your findings and include specific statistical tests and results.
StatCrunch Procedure for One-Way Analysis of Variance
1. Sign into StatCrunch, then click on Open StatCrunch.
2. Enter the data in separate columns, or open data with multiple columns.
3. Click on Stat, select ANOVA, then select One Way.
4. In the Compare Selected Columns box, select the columns to be used.
5. Click on Calculate and the results will be displayed. The results include an ANOVA table similar to the one shown here. The table shown here is from Example 1 on page 630.

StatCrunch Procedure for Two-Way Analysis of Variance
1. Sign into StatCrunch, then click on Open StatCrunch.
2. All of the data values must be entered in a single column. The corresponding row labels must be entered in another column, and the corresponding column labels must be entered in a third column. See the display below left; it shows entries for the first column of Table 12-3 on page 643.
3. Click on Stat, select ANOVA, then select Two Way.
4. In the next window, select the column containing the responses (data values), select the column containing the row factors (row labels), and select the column containing the column factors (column names). Then click on Calculate to get results that include a table, such as the one shown below. That table is similar to those shown on page 630.

Projects
Use StatCrunch for the following.
1. Sign into StatCrunch, then click on Explore at the top. Click on Groups, then locate and click on the Triola Elementary Statistics (11th Edition) group, then click on 25 Data Sets located near the top of the window. You now have access to the data sets in Appendix B of this book. Open the data set named Cigarette Tar, Nicotine, and Carbon Monoxide. Use tar measurements for king-size cigarettes (KgTar), menthol cigarettes (MnTar), and filtered cigarettes (FLTar) and test for equality of means for the three corresponding populations.
2. Repeat Project 1 using carbon monoxide measurements for king-size cigarettes (KgCO), menthol cigarettes (MnCO), and filtered cigarettes (FLCO).
3. Repeat Project 1 using nicotine measurements for king-size cigarettes (KgNic), menthol cigarettes (MnNic), and filtered cigarettes (FLNic).
4. Refer to Exercise 14 in Section 11-3. Complete that exercise using StatCrunch.
Nonparametric Statistics

13-1 Review and Preview
13-2 Sign Test
13-3 Wilcoxon Signed-Ranks Test for Matched Pairs
13-4 Wilcoxon Rank-Sum Test for Two Independent Samples
13-5 Kruskal-Wallis Test
13-6 Rank Correlation
13-7 Runs Test for Randomness
Are the “best” universities the most difficult to get into?

Table 13-1 lists scores and ranks from randomly selected national universities. The universities are Stanford, Rochester, Syracuse, Columbia, Georgetown, Tufts, Wake Forest, and Johns Hopkins. The first score is a measure of overall quality (with higher scores indicating higher quality), and these scores are based on factors including assessments by administrators, faculty resources, graduation rates, and student retention. The selectivity ranks are based on factors including standard test scores of applicants, the acceptance rate, and the proportion of students in the top 10% of their graduating high school class. Lower selectivity ranks correspond to schools that are more selective. The ranks are based on the colleges included in the sample, not the population of all colleges. The scores and ranks are based on data provided by *U.S. News and World Report* magazine.

Are the colleges with the highest overall quality scores also the colleges that are most difficult to get into? That is, is there an association between the overall quality score and the selectivity rank? If so, does that association indicate that higher overall quality scores are associated with lower selectivity ranks?

We should always begin by exploring the data, and the accompanying Minitab-generated scatterplot shows that there does appear to be a relationship between the two variables. Examining the scatterplot from left to right, there appears to be a downward trend, but it is not clear whether the pattern is strong enough to justify the conclusion of a correlation between the two variables. We need a more objective measure of correlation.

Determination of a correlation between two variables was discussed in Chapter 10, but that method is a parametric method in the sense that there is a requirement of a normal distribution. Because the selectivity values are ranks from 1 through 8, they violate the normal distribution requirement, so the methods of Section 10-2 should not be used. Instead, we will use nonparametric methods when a requirement of a normal distribution is not satisfied. In Section 13-6 we use ranks of data to determine whether there is a correlation between two variables. This method can be applied to the sample data in Table 13-1.

### Table 13-1 Overall Quality Scores and Selectivity Ranks of National Universities

<table>
<thead>
<tr>
<th>Overall quality</th>
<th>95</th>
<th>63</th>
<th>55</th>
<th>90</th>
<th>74</th>
<th>70</th>
<th>69</th>
<th>86</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selectivity rank</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>
Chapter 13  Nonparametric Statistics

Review and Preview

In the preceding chapters, we presented a variety of different methods of inferential statistics. Many of those methods require normally distributed populations and are based on sampling from a population with specific parameters, such as the mean $\mu$, standard deviation $\sigma$, or population proportion $p$. The main objective of this chapter is to introduce methods of nonparametric statistics, which do not have the stricter requirements of corresponding parametric methods.

Definition

Parametric tests have requirements about the nature or shape of the populations involved; nonparametric tests do not require that samples come from populations with normal distributions or any other particular distributions. Consequently, nonparametric tests of hypotheses are often called distribution-free tests.

The term nonparametric suggests that the test is not based on a parameter, but there are some nonparametric tests that do depend on a parameter such as the median. The nonparametric tests do not, however, require a particular distribution, so they are sometimes referred to as distribution-free tests. The following are major advantages and disadvantages of nonparametric methods.

Advantages of Nonparametric Methods

1. Nonparametric methods can be applied to a wide variety of situations because they do not have the more rigid requirements of the corresponding parametric methods. In particular, nonparametric methods do not require normally distributed populations.

2. Unlike parametric methods, nonparametric methods can often be applied to categorical data, such as the genders of survey respondents.

Disadvantages of Nonparametric Methods

1. Nonparametric methods tend to waste information because exact numerical data are often reduced to a qualitative form. For example, with the nonparametric sign test (described in Section 13-2), weight losses by dieters are recorded simply as negative signs; the actual magnitudes of the weight losses are ignored.

2. Nonparametric tests are not as efficient as parametric tests, so with a nonparametric test we generally need stronger evidence (such as a larger sample or greater differences) in order to reject a null hypothesis.

When the requirements of population distributions are satisfied, nonparametric tests are generally less efficient than their parametric counterparts, but the reduced efficiency can be compensated for by an increased sample size. For example, in Section 13-6 we present a concept called rank correlation, which has an efficiency rating of 0.91 when compared to the linear correlation presented in Chapter 10. This means that with all other things being equal, nonparametric rank correlation requires 100 sample observations to achieve the same results as 91 sample observations analyzed through parametric linear correlation, assuming the stricter requirements for using the parametric method are met. Table 13-2 lists the nonparametric methods covered in this chapter, along with the corresponding parametric method and efficiency rating. Table 13-2 shows that several nonparametric tests have efficiency ratings above 0.90, so the lower efficiency might not be an important factor in choosing between...
Table 13-2  Efficiency: Comparison of Parametric and Nonparametric Tests

<table>
<thead>
<tr>
<th>Application</th>
<th>Parametric Test</th>
<th>Nonparametric Test</th>
<th>Efficiency Rating of Nonparametric Test with Normal Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matched pairs of sample data</td>
<td>$t$ test or $z$ test</td>
<td>Sign test</td>
<td>0.63</td>
</tr>
<tr>
<td>Two independent samples</td>
<td>$t$ test or $z$ test</td>
<td>Wilcoxon signed-ranks test</td>
<td>0.95</td>
</tr>
<tr>
<td>Several independent samples</td>
<td>Analysis of variance ($F$ test)</td>
<td>Wilcoxon rank-sum test</td>
<td>0.95</td>
</tr>
<tr>
<td>Correlation</td>
<td>Linear correlation</td>
<td>Rank correlation test</td>
<td>0.95</td>
</tr>
<tr>
<td>Randomness</td>
<td>No parametric test</td>
<td>Runs test</td>
<td>No basis for comparison</td>
</tr>
</tbody>
</table>

parametric and nonparametric methods. However, because parametric tests do have higher efficiency ratings than their nonparametric counterparts, it’s generally better to use the parametric tests when their required assumptions are satisfied.

**Ranks**

In Sections 13-3 through 13-6 we use methods based on ranks, which are defined below.

**Definition**

Data are sorted when they are arranged according to some criterion, such as smallest to largest or best to worst. A rank is a number assigned to an individual sample item according to its order in the sorted list. The first item is assigned a rank of 1, the second item is assigned a rank of 2, and so on.

**Handling ties in ranks:** If a tie in ranks occurs, the usual procedure is to find the mean of the ranks involved and then assign this mean rank to each of the tied items, as in the following example.

**Example 1**

The numbers 4, 5, 5, 5, 10, 11, 12, and 12 are given ranks of 1, 3, 3, 3, 6, 7.5, and 7.5, respectively. The table below illustrates the procedure for handling ties.

<table>
<thead>
<tr>
<th>Sorted Data</th>
<th>Preliminary Ranking</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>7</td>
<td>7.5</td>
</tr>
<tr>
<td>12</td>
<td>8</td>
<td>7.5</td>
</tr>
</tbody>
</table>

**Key Concept** In this section we discuss how to apply the sign test procedure, which can be used with claims about data consisting of matched pairs, claims involving nominal data, or claims about the median of a population. The sign test involves converting data values to plus and minus signs, then testing for disproportionately more of either sign.
Basic Concept of the Sign Test  The basic idea underlying the sign test is to analyze the frequencies of the plus and minus signs to determine whether they are significantly different. For example, consider the results of clinical trials of the MicroSort method of gender selection. Among 726 couples who used the XSORT method in trying to have a baby girl, 668 couples did have baby girls. Is 668 girls in 726 births significant? Common sense probably suggests that 668 girls in 726 births is significant, but what about 365 girls in 726 births? Or 400 girls in 726 births? The sign test allows us to determine when such results are significant. Figure 13-1 summarizes the sign test procedure.

For consistency and simplicity, we will use a test statistic based on the number of times that the less frequent sign occurs.

### Sign Test

**Objective**

Test a claim about matched pairs of data, or test a claim about nominal data with two categories, or test a claim about the median of a population using the sign test.

**Notation**

\[ x = \text{the number of times the less frequent sign occurs} \]
\[ n = \text{the total number of positive and negative signs combined} \]

**Requirements**

The sample data are a simple random sample.

*Note:* There is no requirement that the sample data come from a population with a particular distribution, such as a normal distribution.

**Test Statistic**

For \( n \leq 25 \):

\[ (x + 0.5) - \left( \frac{n}{2} \right) \]

For \( n > 25 \):

\[ z = \frac{(x + 0.5) - \left( \frac{n}{2} \right)}{\sqrt{\frac{n}{2}}} \]

**Critical Values**

1. For \( n \leq 25 \), critical \( x \) values are found in Table A-7. One-sided tests are treated as if they were left-tailed tests.
2. For \( n > 25 \), critical \( z \) values are found in Table A-2. *Hint:* Because \( z \) is based on the less frequent sign, all tests.

**P-Values**

\( P \)-values are sometimes provided by computer software, or \( P \)-values can often be found using the test statistic.
Class Attendance and Grades

In a study of 424 undergraduates at the University of Michigan, it was found that students with the worst attendance records tended to get the lowest grades. (Is anybody surprised?) Those who were absent less than 10% of the time tended to receive grades of B or above. The study also showed that students who sit in the front of the class tend to get significantly better grades.

Figure 13-1 Sign Test Procedure
**CAUTION**

When applying the sign test in a one-tailed test, we need to be very careful to avoid making the wrong conclusion when one sign occurs significantly more often than the other, but the sample data contradict the alternative hypothesis. See the following example.

**EXAMPLE 1**  
**Data Contradicting the Alternative Hypothesis** Among 726 couples who used the XSORT method of gender selection, 58 had boys (based on data from the Genetics & IVF Institute). Suppose we want to test the claim that the XSORT method of gender selection increases the likelihood of baby boys so that the probability of a boy is \( p > 0.5 \).

The claim of \( p > 0.5 \) becomes the alternative hypothesis, but the sample proportion of 58/726 contradicts the alternative hypothesis because it is not greater than 0.5.

**INTERPRETATION**

An alternative hypothesis can never be supported with data that contradict it. It should be obvious that we could never support a claim that \( p > 0.5 \) with a sample proportion of 58/726 (or 0.0799), which is less than 0.5.

When testing a claim, we should be careful to avoid making the fundamental mistake of thinking that a claim is supported because the sample results are significant; the sample results must be significant in the same direction as the alternative hypothesis.

Figure 13-1 summarizes the procedure for the sign test and includes this check: Do the sample data contradict \( H_1 \)? If the sample data are in the opposite direction of \( H_1 \), fail to reject the null hypothesis. It is always important to think about the data and to avoid relying on blind calculations or computer results.

**Claims Involving Matched Pairs**

When using the sign test with data that are matched pairs, we convert the raw data to plus and minus signs as follows:

1. We subtract each value of the second variable from the corresponding value of the first variable.

2. We record only the sign of the difference found in Step 1. We exclude ties: that is, we throw out any matched pairs in which both values are equal.

The main concept underlying this use of the sign test is as follows:

If the two sets of data have equal medians, the number of positive signs should be approximately equal to the number of negative signs.

**SC EXAMPLE 2**  
**Freshman Weight Gain** Table 13-3 includes some of the weights listed in Data Set 3 in Appendix B. Those weights were measured from college students in September and April of their freshman year. Use the sample data in Table 13-3 with a 0.05 significance level to test the claim that there is no difference between the September weights and the April weights. Use the sign test.
Table 13-3  Weight (kg) Measurements of Students in Their Freshman Year

<table>
<thead>
<tr>
<th>September weight</th>
<th>67</th>
<th>53</th>
<th>64</th>
<th>74</th>
<th>67</th>
<th>70</th>
<th>55</th>
<th>74</th>
<th>62</th>
<th>57</th>
</tr>
</thead>
<tbody>
<tr>
<td>April weight</td>
<td>66</td>
<td>52</td>
<td>68</td>
<td>77</td>
<td>67</td>
<td>71</td>
<td>60</td>
<td>82</td>
<td>65</td>
<td>58</td>
</tr>
<tr>
<td>Sign of difference</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Requirement Check**  The only requirement of the sign test is that the sample data are a simple random sample. Instead of being a simple random sample of selected students, all subjects volunteered for the study, so the requirement is not satisfied. This limitation is cited in the journal article describing the results of the study. We will proceed as if the requirement of a simple random sample is satisfied.

If there is no difference between the April weights and the corresponding September weights, the numbers of positive and negative signs should be approximately equal. In Table 13-3 we have 7 negative signs, 2 positive signs, and 1 difference of 0. The sign test tells us whether or not the numbers of positive and negative signs are approximately equal.

The null hypothesis is the claim of no difference between the April weights and the September weights, and the alternative hypothesis is the claim that there is a difference.

- $H_0$: There is no difference. (The median of the differences is equal to 0.)
- $H_1$: There is a difference. (The median of the differences is not equal to 0.)

Following Figure 13-1, we let $n = 9$ (the total number of signs) and we let $x = 2$ (the number of the less frequent sign, or the smaller of 2 and 7).

The sample data do not contradict $H_1$, because there is a difference between the 2 positive signs and the 7 negative signs. The sample data show a difference, and we need to continue with the test to determine whether that difference is significant.

Figure 13-1 shows that with $n = 9$, we should proceed to find the critical value from Table A-7. We refer to Table A-7 where the critical value of 1 is found for $n = 9$ and $\alpha = 0.05$ in two tails.

Since $n \leq 25$, the test statistic is $x = 2$. So we fail to reject the null hypothesis of no difference. (See Note 2 included with Table A-7: “Reject the null hypothesis if the number of the less frequent sign ($x$) is less than or equal to the value in the table.” Because $x = 2$ is not less than or equal to the critical value of 1, we fail to reject the null hypothesis.)

There is not sufficient evidence to warrant rejection of the claim that the median of the differences is equal to 0.

**Interpretation**  We conclude that the September and April weights do not appear to be different. (If we use the parametric $t$ test for matched pairs (Section 9-4), we conclude that the mean difference is not zero, so the September weights and April weights appear to be different.)

The conclusion should be qualified with the limitations noted in the article about the study. Only Rutgers students were used, and study subjects were volunteers instead of being a simple random sample.

**Claims Involving Nominal Data with Two Categories**

In Chapter 1 we defined nominal data to be data that consist of names, labels, or categories only. The nature of nominal data limits the calculations that are possible, but we can identify the proportion of the sample data that belong to a particular category,
and we can test claims about the corresponding population proportion \( p \). The following example uses nominal data consisting of genders (girls/boys). The sign test is used by representing girls with positive (+) signs and boys with negative (−) signs. (Those signs are chosen arbitrarily, honest.)

**Gender Selection** The Genetics and IVF Institute conducted a clinical trial of its methods for gender selection. As of this writing, 668 of 726 babies born to parents using the XSORT method of gender selection were girls. Use the sign test and a 0.05 significance level to test the claim that this method of gender selection is effective in increasing the likelihood of a baby girl.

**REQUIREMENT CHECK** The only requirement is that the sample data are a simple random sample. Based on the design of this experiment, we can assume that the sample data are a simple random sample.

Let \( p \) denote the population proportion of baby girls. The claim that girls are more likely with the XSORT method can be expressed as \( p > 0.5 \), so the null and alternative hypotheses are as follows:

\[
H_0: \quad p = 0.5 \quad \text{(the proportion of girls is equal to 0.5)}
\]
\[
H_1: \quad p > 0.5 \quad \text{(girls are more likely)}
\]

Denoting girls by the positive sign (+) and boys by the negative sign (−), we have 668 positive signs and 58 negative signs. Using the sign test procedure summarized in Figure 13-1, we let the test statistic \( x \) be the smaller of 668 and 58, so \( x = 58 \) boys. *Instead of trying to determine whether 668 girls is high enough to be significant, we proceed with the equivalent task of trying to determine whether 58 boys is low enough to be significant, so we treat the test as a left-tailed test.*

The sample data do not contradict the alternative hypothesis because the sample proportion of girls is 668/726, which is greater than 0.5, as in the above alternative hypothesis. Continuing with the procedure in Figure 13-1, we note that the value of \( n = 726 \) is greater than 25, so the test statistic \( x = 58 \) is converted (using a correction for continuity) to the test statistic \( z \) as follows:

\[
z = \frac{(x + 0.5) - \left(\frac{n}{2}\right)}{\sqrt{\frac{n}{2}}}
\]

\[
= \frac{(58 + 0.5) - \left(\frac{726}{2}\right)}{\sqrt{\frac{726}{2}}}
\]

\[
= -22.60
\]

With \( \alpha = 0.05 \) in a left-tailed test, the critical value is \( z = -1.645 \). Figure 13-2 shows that the test statistic \( z = -22.60 \) is in the critical region bounded by \( z = -1.645 \), so we reject the null hypothesis that the proportion of girls is equal to 0.5. There is sufficient sample evidence to support the claim that girls are more likely with the XSORT method.

**INTERPRETATION** The XSORT method of gender selection does appear to be effective in increasing the likelihood of a girl.
Claims about the Median of a Single Population

The next example illustrates the procedure for using the sign test in testing a claim about the median of a single population. See how the negative and positive signs are based on the claimed value of the median.

**SC EXAMPLE 4** **Body Temperatures** Data Set 2 in Appendix B includes measured body temperatures of adults. Use the 106 temperatures listed for 12 A.M. on Day 2 with the sign test to test the claim that the median is less than 98.6°F. Of the 106 subjects, 68 had temperatures below 98.6°F, 23 had temperatures above 98.6°F, and 15 had temperatures equal to 98.6°F.

**SOLUTION** **REQUIREMENT CHECK** The only requirement is that the sample data are a simple random sample. Based on the design of this experiment, we assume that the sample data are a simple random sample. 🔹

The claim that the median is less than 98.6°F is the alternative hypothesis, while the null hypothesis is the claim that the median is equal to 98.6°F.

\[
H_0: \text{Median is equal to } 98.6°F. \quad (\text{median } = 98.6°F) \\
H_1: \text{Median is less than } 98.6°F. \quad (\text{median } < 98.6°F)
\]

Following the procedure outlined in Figure 13-1, we use the negative sign (−) to denote each temperature that is below 98.6°F, and we use the positive sign (+) to denote each temperature that is above 98.6°F. Note that we discard the 15 data values of 98.6 since they result in differences of zero. We therefore have 68 negative signs and 23 positive signs, so \( n = 91 \) and \( x = 23 \) (the number of the less frequent sign). The sample data do not contradict the alternative hypothesis, because most of the 91 temperatures are below 98.6°F. The value of \( n \) exceeds 25, so we convert the test statistic \( x \) to the test statistic \( z \):

\[
z = \frac{(x + 0.5) - \left(\frac{n}{2}\right)}{\frac{\sqrt{n}}{2}} \\
= \frac{(23 + 0.5) - \left(\frac{91}{2}\right)}{\sqrt{\frac{91}{2}}} = -4.61
\]

*continued*
In this one-tailed test with $\alpha = 0.05$, we use Table A-2 to get the critical $z$ value of $-1.645$. From Figure 13-3 we can see that the test statistic of $z = -4.61$ does fall within the critical region. We therefore reject the null hypothesis.

**Interpretation**

There is sufficient sample evidence to support the claim that the median body temperature of healthy adults is less than 98.6°F. It is not equal to 98.6, as is commonly believed.

![Figure 13-3](image)

**Figure 13-3**

Testing the Claim That the Median Is Less Than 98.6°F

In Example 4, the sign test of the claim that the median is below 98.6°F results in a test statistic of $z = -4.61$ and a $P$-value of 0.000000202. However, a parametric test of the claim that $\mu < 98.6$°F results in a test statistic of $t = -6.611$ with a $P$-value of 0.000000000813. Because the $P$-value from the sign test is not as low as the $P$-value from the parametric test, we see that the sign test isn’t as sensitive as the parametric test. Both tests lead to rejection of the null hypothesis, but the sign test doesn’t consider the sample data to be as extreme, partly because the sign test uses only information about the direction of the data, ignoring the magnitudes of the data values. The next section introduces the Wilcoxon signed-ranks test, which largely overcomes that disadvantage.

**Rationale for the test statistic used when $n > 25$:** When finding critical values for the sign test, we use Table A-7 only for $n$ up to 25. When $n > 25$, the test statistic $z$ is based on a normal approximation to the binomial probability distribution with $p = q = 1/2$. In Section 6-6 we saw that the normal approximation to the binomial distribution is acceptable when both $np \geq 5$ and $nq \geq 5$. In Section 5-4 we saw that $\mu = np$ and $\sigma = \sqrt{npq}$ for binomial probability distributions. Because this sign test assumes that $p = q = 1/2$, we meet the $np \geq 5$ and $nq \geq 5$ prerequisites whenever $n \geq 10$. Also, with the assumption that $p = q = 1/2$, we get $\mu = np = n/2$ and $\sqrt{npq} = \sqrt{n/4} = \sqrt{n}/2$, so

$$z = \frac{x - \mu}{\sigma}$$

becomes

$$z = \frac{x - \left(\frac{n}{2}\right)}{\sqrt{\frac{n}{2}}}$$

We replace $x$ by $x + 0.5$ as a correction for continuity. That is, the values of $x$ are discrete, but since we are using a continuous probability distribution, a discrete value
such as 10 is actually represented by the interval from 9.5 to 10.5. Because \( x \) represents the less frequent sign, we act conservatively by concerning ourselves only with \( x + 0.5 \); we get the test statistic \( z \), as given in the equation and in Figure 13-1.

**USING TECHNOLOGY**

Select **Analysis** from the main menu bar, then select **Sign Test**. Select the option **Given Number of Signs** if you know the number of plus and minus signs, or select **Given Pairs of Values** if paired data are in the data window. After making the required entries in the dialog box, the displayed results will include the test statistic, critical value, and conclusion.

**MINITAB**

You must first create a single column of values. For matched pairs, enter a column consisting of the differences. For nominal data in two categories (such as boy/girl), enter \(-1\) for each value of one category and enter \(1\) for each value of the other category; use \(0\) for the claimed value of the median. For a list of individual values to be tested with a claimed median, enter the sample values in a single column.

Select **Stat**, then **Nonparametrics**, then **1-Sample Sign**. Click on the button for **Test Median**. Enter the median value and select the type of test, then click **OK**. Minitab will provide the \( P \)-value, so reject the null hypothesis if the \( P \)-value is less than or equal to the significance level. Otherwise, fail to reject the null hypothesis.

**EXCEL**

Excel does not have a built-in function dedicated to the sign test, but you can use Excel’s `BINOMDIST` function to find the \( P \)-value for a sign test. Click **fx** on the main menu bar, then select the function category **Statistical** and then **BINOMDIST**. In the dialog box, first enter \( x \), then the number of trials \( n \), and then a probability of \(0.5\). Enter **TRUE** in the box for “cumulative.” The resulting value is the probability of getting \( x \) or fewer successes among \( n \) trials. **Double this value for two-tailed tests.** The final result is the \( P \)-value.

The DDXL add-in can also be used by selecting **Nonparametric Tests**, then **Sign Test**.

**TI-83/84 PLUS**

The TI-83/84 Plus calculator does not have a built-in function dedicated to the sign test, but you can use the `binomcdf` function to find the \( P \)-value for a sign test. Press **2ND** (to get the **DISTR** menu); then scroll down to select `binomcdf`. Complete the entry of \( \text{binomcdf}(n, p, x) \) with \( n \) for the total number of plus and minus signs, \(0.5\) for \( p \), and the number of the less frequent sign for \( x \). Now press **ENTER**, and the result will be the probability of getting \( x \) or fewer successes among \( n \) trials.

**Double this value for two-tailed tests.** The final result is the \( P \)-value, so reject the null hypothesis if the \( P \)-value is less than or equal to the significance level. Otherwise, fail to reject the null hypothesis. For example, see the accompanying display for Example 2. With 7 negative signs and 2 positive signs, \( n = 9 \). The hypothesis test in Example 2 is two-tailed, so the displayed probability is doubled to provide a \( P \)-value of 0.1796875.

---

**13-2 Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. **Nonparametric Test** The Genetics and IVF Institute conducted a clinical trial of its methods for gender selection. As of this writing, 172 of 211 babies born to parents using the YSORT method were boys. If the sign test is used, why is it considered to be a “nonparametric” test or a “distribution-free” test?

2. **Sign Test** For the hypothesis test referred to in Exercise 1, what is it about the procedure that causes us to refer to it as the “sign” test?

3. **Sign Test Procedure** The Genetics and IVF Institute conducted a clinical trial of its YSORT gender-selection method. The results consisted of 172 boys and 39 girls. Assume that you must conduct a test of the claim that the YSORT method increases the likelihood of girls. In what sense is the alternative hypothesis contradicted by the data? Why isn’t it necessary to actually conduct the test?
4. **Efficiency of the Sign Test** Refer to Table 13-2 on page 663 and identify the efficiency of the sign test. What does that value tell us about the sign test?

In Exercises 5–8, assume that matched pairs of data result in the given number of signs when the value of the second variable is subtracted from the corresponding value of the first variable. Use the sign test with a 0.05 significance level to test the null hypothesis of no difference.

5. Positive signs: 13; negative signs: 1; ties: 0 (from a preliminary test of the MicroSort method of gender selection)

6. Positive signs: 5; negative signs: 7; ties: 1 (from a class project testing for the difference between reported and measured heights of males)

7. Positive signs: 360; negative signs: 374; ties: 22 (from a Gallup poll of Internet users who were asked if they make travel plans through the Internet)

8. Positive signs: 512; negative signs: 327; ties: 0 (from challenges to referee calls in the U.S. Open tennis tournament)

In Exercises 9–12, use the sign test for the data consisting of matched pairs.

9. **Oscar Winners** Listed below are ages of actresses and actors at the times that they won Oscars. The data are paired according to the years that they won. Use a 0.05 significance level to test the claim that there is no difference between the ages of best actresses and the ages of best actors at the time that the awards were presented.

   Best Actresses 28 32 27 27 26 24 25 29 41 40 27 33 21 35
   Best Actors 62 41 52 41 34 40 56 41 39 49 48 56 42 29

10. **Airline Fares** Listed below are the costs (in dollars) of flights from New York (JFK) to San Francisco for US Air, Continental, Delta, United, American, Alaska, and Northwest. Use a 0.05 significance level to test the claim that there is no difference in cost between flights scheduled one day in advance and those scheduled 30 days in advance. What appears to be a wise scheduling strategy?

   Flight scheduled one day in advance 456 614 628 1088 943 567 536
   Flight scheduled 30 days in advance 244 260 264 264 278 318 280

11. **Tobacco and Alcohol in Children’s Movies** Listed below are times (in sec) that animated Disney movies showed the use of tobacco and alcohol. (See Data Set 7 in Appendix B.) Use a 0.05 significance level to test the claim that for a typical animated movie, the time spent depicting the use of alcohol is less than the time spent depicting the use of tobacco.

   Tobacco use (sec) 176 51 0 299 74 2 23 205 6 155
   Alcohol use (sec) 88 33 113 51 0 3 46 73 5 74

12. **Car Fuel Consumption Ratings** Listed below are combined city-highway fuel consumption ratings (in miles/gal) for different cars measured under the old rating system and a new rating system introduced in 2008 (based on data from USA Today). The new ratings were implemented in response to complaints that the old ratings were too high. Use a 0.01 significance level to test the claim the old ratings are higher than the new ratings.

   Old rating 16 18 27 17 33 28 33 18 24 19 18 27 22 18 20 29 19 27 20 21
   New rating 15 16 24 15 29 25 29 16 22 17 16 24 20 16 18 26 17 25 18 19

In Exercises 13–16, use the sign test for the claim involving nominal data.

13. **Gender Selection** The Genetics and IVF Institute conducted a clinical trial of its methods for gender selection. As of this writing, 172 of 211 babies born to parents using the YSORT method were boys. Use a 0.01 significance level to test the claim that the YSORT method is effective in increasing the likelihood of a boy.
14. Cheating Gas Pumps When testing gas pumps in Michigan for accuracy, fuel-quality enforcement specialists tested pumps and found that 1299 were not accurate (within 3.3 oz when 5 gal is pumped), and 5686 were accurate. Use a 0.01 significance level to test the claim of an industry representative that less than half of Michigan gas pumps are inaccurate.

15. Predicting Sex of Baby A study addressed the issue of whether women have the ability to predict the sex of their babies. Among 104 recruited subjects, 55% correctly guessed the sex of the baby (based on data from “Are Women Carrying ‘Basketballs’ Really Having Boys? Testing Pregnancy Folklore,” by Perry, DiPietro, and Constigan, Birth, Vol. 26, No. 3). Use a 0.05 significance level to test the claim that women do not have the ability to predict the sex of their babies.

16. Stem Cell Survey Adults randomly selected for a Newsweek poll were asked if they “favor or oppose using federal tax dollars to fund medical research using stem cells obtained from human embryos.” Of the subjects surveyed, 481 were in favor, 401 were opposed, and 120 were unsure. A politician claims that people don’t really understand the stem cell issue and their responses to such questions are random responses equivalent to a coin flip. Use a 0.01 significance level to test the claim that the proportion of subjects who respond in favor is equal to 0.5. What does the result suggest about the politician’s claim?

Appendix B Data Sets. In Exercises 17–20, refer to the indicated data set in Appendix B and use the sign test for the claim about the median of a population.

17. Testing for Median Weight of Quarters Refer to Data Set 20 in Appendix B for the weights (in g) of randomly selected quarters that were minted after 1964. The quarters are supposed to have a median weight of 5.670 g. Use a 0.01 significance level to test the claim that the median is equal to 5.670 g. Do quarters appear to be minted according to specifications?

18. Voltage Levels Refer to Data Set 13 in Appendix B for the home voltage levels. The power company (Central Hudson) supplying the power states that the target voltage is 120 V. Use a 0.01 significance level to test the claim that the median voltage is equal to 120 V.

19. Coke Contents Refer to Data Set 17 in Appendix B for the amounts (in oz) in cans of regular Coke. The cans are labeled to indicate that the contents are 12 oz of Coke. Use a 0.05 significance level to test the claim that cans of Coke are filled so that the median amount is 12 oz. If the median is not 12 oz, are consumers being cheated?

20. Lengths of Sheet Metal Screws Refer to Data Set 19 in Appendix B for the lengths (in inches) of a simple random sample of 50 stainless steel sheet metal screws obtained from those supplied by Crown Bolt, Inc. The screws are packaged with a label indicating 3/4 in. length. Use a 0.05 significance level to test the claim that the screws have a median equal to 3/4 in. (or 0.75 in.). Do the screws appear to have lengths consistent with the label?

21. Procedures for Handling Ties In the sign test procedure described in this section, we exclude ties (represented by 0 instead of a sign of + or −). A second approach is to treat half of the 0s as positive signs and half as negative signs. (If the number of 0s is odd, exclude one so that they can be divided equally.) With a third approach, in two-tailed tests make half of the 0s positive and half negative; in one-tailed tests make all 0s either positive or negative, whichever supports the null hypothesis. Repeat Example 4 using the second and third approaches to handling ties. Do the different approaches lead to very different results?

22. Finding Critical Values Table A-7 lists critical values for limited choices of α. Use Table A-1 to add a new column in Table A-7 (down to n = 15) that represents a significance level of 0.03 in one tail or 0.06 in two tails. For any particular n, use p = 0.5, because the sign test requires the assumption that P(positive sign) = P(negative sign) = 0.5. The probability of x or fewer like signs is the sum of the probabilities for values up to and including x.
Key Concept In this section we introduce the Wilcoxon signed-ranks test, which involves the conversion of the sample data to ranks. This test can be used for the two different applications described in the following definition.

**Definition**

The Wilcoxon signed-ranks test is a nonparametric test that uses ranks for these applications:

1. Test a null hypothesis that the population of matched pairs has differences with a median equal to zero.
2. Test a null hypothesis that a single population has a claimed value of the median.

**Claims Involving Matched Pairs**

The sign test (Section 13-2) can be used with matched pairs, but the sign test uses only the signs of the differences. By using ranks, the Wilcoxon signed-ranks test takes the magnitudes of the differences into account. Because the Wilcoxon signed-ranks test incorporates and uses more information than the sign test, it tends to yield conclusions that better reflect the true nature of the data.

**Wilcoxon Signed-Ranks Test**

**Objective**

Use the Wilcoxon signed-ranks test with matched pairs for the following null and alternative hypotheses:

- **$H_0$:** The matched pairs have differences that come from a population with a median equal to zero.
- **$H_1$:** The matched pairs have differences that come from a population with a nonzero median.

**Notation**

$T = \text{the smaller of the following two sums:}$

1. The sum of the positive ranks of the nonzero differences $d$
2. The absolute value of the sum of the negative ranks of the nonzero differences $d$

**Requirements**

1. The data consist of matched pairs that are a simple random sample.
2. The population of differences (found from the pairs of data) has a distribution that is approximately symmetric, meaning that the left half of its histogram is roughly a mirror image of its right half.

*Note:* There is no requirement that the data have a normal distribution.

**Test Statistic**

If $n \leq 30$, the test statistic is $T$.

If $n > 30$, the test statistic is

$$z = \frac{T - \frac{n(n + 1)}{4}}{\sqrt{\frac{n(n + 1)(2n + 1)}{24}}}$$

**Critical Values**

1. If $n \leq 30$, the critical $T$ value is found in Table A-8.
2. If $n > 30$, the critical $z$ values are found in Table A-2.
Wilcoxon Signed-Ranks Procedure To see how the following steps are applied, refer to the sample data listed in Table 13-4.

Step 1: For each pair of data, find the difference $d$ by subtracting the second value from the first value. Discard any pairs that have a difference of 0.

*EXAMPLE:* The third row of Table 13-4 lists the differences found by subtracting the April weights from the corresponding September weights.

Step 2: Ignore the signs of the differences, then sort the differences from lowest to highest and replace the differences by the corresponding rank value (as described in Section 13-1). When differences have the same numerical value, assign to them the mean of the ranks involved in the tie.

*EXAMPLE:* The fourth row of Table 13-4 shows the ranks of the values of $|d|$. Consider the $d$ values of $1, 1, -1, -1$. If we ignore their signs, they are tied for the rank values of $1, 2, 3, 4$, so they are each assigned a rank of $2.5$, which is the mean of the ranks involved in the tie (or the mean of $1, 2, 3, 4$).

Step 3: Attach to each rank the sign of the difference from which it came. That is, insert the signs that were ignored in Step 2.

*EXAMPLE:* The bottom row of Table 13-4 lists the same ranks found in the fourth row, but the signs of the differences shown in the third row are inserted.

Step 4: Find the sum of the ranks that are positive. Also find the absolute value of the sum of the negative ranks.

*EXAMPLE:* The bottom row of Table 13-4 lists the signed ranks. The sum of the positive ranks is $2.5 + 2.5 = 5$. The sum of the negative ranks is $(-7) + (-5.5) + (-2.5) + (-8) + (-9) + (-5.5) + (-2.5) = -40$, and the absolute value of this sum is $40$. The two rank sums are $5$ and $40$.

Step 5: Let $T$ be the smaller of the two sums found in Step 4. Either sum could be used, but for a simplified procedure we arbitrarily select the smaller of the two sums.

*EXAMPLE:* The data in Table 13-4 result in the rank sums of $5$ and $40$, so $5$ is the smaller of those two sums.

Step 6: Let $n$ be the number of pairs of data for which the difference $d$ is not 0.

*EXAMPLE:* The data in Table 13-4 have $9$ differences that are not 0, so $n = 9$.

Step 7: Determine the test statistic and critical values based on the sample size, as shown in the preceding box.

*EXAMPLE:* For the data in Table 13-4 the test statistic is $T = 5$. The sample size is $n = 9$, so the critical value is found in Table A-8. Using a $0.05$ significance level with a two-tailed test, the critical value from Table A-8 is $6$.

<table>
<thead>
<tr>
<th>Table 13-4</th>
<th>Weights (in kg) of Students in Their Freshman Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>September weight</td>
<td>67 53 64 74 67 70 55 74 62 57</td>
</tr>
<tr>
<td>April weight</td>
<td>66 52 68 77 67 71 60 82 65 58</td>
</tr>
<tr>
<td>$d$ (difference)</td>
<td>1 1 -4 -3 0 -1 -5 -8 -3 -1</td>
</tr>
<tr>
<td>Rank of $</td>
<td>d</td>
</tr>
<tr>
<td>Signed rank</td>
<td>2.5 2.5 -7 -5.5 -2.5 -8 -9 -5.5 -2.5</td>
</tr>
</tbody>
</table>
Freshman Weight Gain  The first two rows of Table 13-4 include some of the weights from Data Set 3 in Appendix B. Those weights were measured from college students in September and April of their freshman year. Use the sample data in the first two rows of Table 13-4 to test the claim that there is no difference between the September weights and the April weights. Use the Wilcoxon signed-ranks test with a 0.05 significance level.

**Requirement Check**
- The data should be a simple random sample. Instead of being a simple random sample of selected students, all subjects volunteered, and this is discussed in the journal article describing the results of the study. We will proceed as if the requirement of a simple random sample is satisfied.
- The STATDISK-generated histogram of the differences in the third row of Table 13-4 is shown below. The left side of the graph should be roughly a mirror image of the right side, which does not appear to be the case. But with only 9 differences, the difference between the left and right sides is not too extreme, so we will consider this requirement to be satisfied.

**Solution**

**Step 8:** When forming the conclusion, reject the null hypothesis if the sample data lead to a test statistic that is in the critical region—that is, the test statistic is less than or equal to the critical value(s). Otherwise, fail to reject the null hypothesis.

**Example:** If the test statistic is \( T \) (instead of \( z \)), reject the null hypothesis if \( T \) is less than or equal to the critical value. Fail to reject the null hypothesis if \( T \) is greater than the critical value. Since \( T = 5 \) and the critical value is 6, we reject the null hypothesis.

**Example 1**

The null hypothesis is the claim of no difference between the April weights and the September weights, and the alternative hypothesis is the claim that there is a difference.

\[ H_0: \text{There is no difference.} \quad \text{(The median of the differences is equal to 0.)} \]

\[ H_1: \text{There is a difference.} \quad \text{(The median of the differences is not equal to 0.)} \]

**Test Statistic:** Because we are using the Wilcoxon signed-ranks test, the test statistic is calculated by using the eight-step procedure presented earlier in this section. Those steps include examples illustrating the calculation of the test statistic with the sample data in Table 13-4, and the result is the test statistic of \( T = 5 \).

**Critical Value:** The sample size is \( n = 9 \), so the critical value is found in Table A-8. Using a 0.05 significance level with a two-tailed test, the critical value from Table A-8 is found to be 6.

**Conclusion:** Table A-8 includes a note stating that we should reject the null hypothesis if the test statistic \( T \) is less than or equal to the critical value. Because the test statistic of \( T = 5 \) is less than the critical value of 6, we reject the null hypothesis.
We conclude that the September and April weights do not appear to be about the same. The large number of negative differences indicates that most students gained weight during their freshman year. The conclusion should be qualified with the limitations noted in the article about the study. Only Rutgers students were used, and study subjects were volunteers instead of being a simple random sample.

In Example 1, if we use the parametric $t$ test for matched pairs (Section 9-4), we conclude that the mean difference is not zero, so the September weights and April weights appear to be different, as in Example 1. However, the sign test in Section 13-2 led to the conclusion of no difference. By using only positive and negative signs, the sign test did not use the magnitudes of the differences, but the Wilcoxon signed-ranks test was more sensitive to those magnitudes through its use of ranks.

Claims about the Median of a Single Population

The Wilcoxon signed-ranks test can also be used to test a claim that a single population has some claimed value of the median. The preceding procedures can be used with one simple adjustment:

When finding the differences $d$ in Step 1, subtract the claimed value of the median from each of the sample values (instead of finding the difference between each matched pair of sample values).

This adjustment allows us to treat the sample of individual values as a sample consisting of matched pairs, so we can use the same procedure described earlier in this section.

**Body Temperatures** Data Set 2 in Appendix B includes measured body temperatures of adults. Use the 106 temperatures listed for 12 A.M. on Day 2 with the Wilcoxon signed-ranks test to test the claim that the median is less than 98.6°F.

**REQUIREMENT CHECK**

1. By pairing each individual sample value with the median of 98.6°F, we satisfy the requirement of having matched pairs. The design of the experiment that led to the data in Data Set 2 justifies treating the sample as a simple random sample.
2. The requirement of an approximately symmetric distribution of differences is satisfied, because a histogram of those differences is approximately symmetric.

Shown below is the Minitab display resulting from this hypothesis test. We can see that $T = 661$ (which converts to the test statistic $z = -5.67$). The $P$-value is 0.000 (rounded), so we reject the null hypothesis that the population of differences between body temperatures and the claimed median of 98.6°F is zero. There is sufficient evidence to support the claim that the median body temperature is less than 98.6°F. This is the same conclusion that results from the sign test, as in Example 4 in Section 13-2.

**MINITAB**
Rationale: In Example 1, the unsigned ranks of 1 through 9 have a total of 45, so if there are no significant differences, each of the two signed-rank totals should be around $45/2$, or 22.5. That is, the negative ranks and positive ranks should split up as 22.5–22.5 or something close, such as 21–24. The table of critical values shows that at the 0.05 significance level with 9 pairs of data, a split of 6–39 represents a significant departure from the null hypothesis, and any split that is farther apart (such as 5–40 or 2–43) will also represent a significant departure from the null hypothesis. Conversely, splits like 7–38 do not represent significant departures from a 22.5–22.5 split, and they would not justify rejecting the null hypothesis. The Wilcoxon signed-ranks test is based on the lower rank total, so instead of analyzing both numbers constituting the split, we consider only the lower number.

The sum of all the ranks $1 + 2 + 3 + \cdots + n$ is equal to $\frac{n(n + 1)}{2}$. If this rank sum is to be divided equally between two categories (positive and negative), each of the two totals should be near $\frac{n(n + 1)}{4}$, which is half of $\frac{n(n + 1)}{2}$. Recognition of this principle helps us understand the test statistic used when $n \geq 30$.

### Using Technology

**STATDISK** First enter the columns of data in the data window. Select Analysis from the main menu bar, then select Wilcoxon Tests. Now select Wilcoxon (Matched Pairs), and proceed to select the columns of data. Click on Evaluate.

**MINITAB** First create a column C3 consisting of the differences between the matched pairs. Enter the paired data in columns C1 and C2. Click on the Session portion of the screen, then click on Editor, then Enable Command Editor, and enter the command LET C3 = C1 - C2. Press the Enter key.

Select the options Stat, Nonparametrics, and 1-Sample Wilcoxon. Enter C3 for the variable and click on the button for Test Median. The Minitab display will include the $P$-value. See the Minitab display in Example 2. The $P$-value of 0.000 is less than the significance level of 0.05, so reject the null hypothesis.

**EXCEL** Excel is not programmed for the Wilcoxon signed-ranks test, but the DDXL add-in can be used by selecting Nonparametric Tests, then Paired Wilcoxon.

**TI-83/84 PLUS** The TI-83/84 Plus calculator is not programmed for the Wilcoxon signed-ranks test, but the program SRTEST can be used. The program SRTEST (by Michael Lloyd) can be downloaded from the site www.aw.com/Triola. First download and install the program. (Also download the program ZZRANK, which is used by the program SRTEST.) Next, create a list of differences between values in the matched pairs. (The first set of values can be entered in list L1, the second set of values can be entered in list L2, then the differences can be stored in list L3 by entering L1 - L2 $\rightarrow$ L3, where the STO key is used for the arrow.) Press PROG and select SRTEST. Press ENTER. When given the prompt of DATA=, enter the list containing the differences. Press ENTER to see the sum of the positive ranks and the sum of the negative ranks. Press ENTER again to see the mean and standard deviation, and press ENTER once again to see the $z$ score. If $n \leq 30$, get the critical $T$ value from Table A-8, but if $n > 30$ get the critical $z$ values from Table A-2.

### 13-3 Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Wilcoxon Signed-Ranks Test and the Sign Test** The same sample data are used for the sign test in Example 2 in Section 13-2 and Example 1 for the Wilcoxon signed-ranks test in this section. Why do the two tests result in different conclusions? Which conclusion is likely to be better? Why?

2. **Fraternal Twins** In a study of fraternal twins of different genders, researchers measured the heights of each twin. The data show that for each matched pair, the height of the male is greater than the height of his twin sister. What is the value of $T$?
3. Sample Size and Critical Value In 1908, William Gossett published the article “The Probable Error of a Mean” under the pseudonym of “Student” (Biometrika, Vol. 6, No. 1). He included the data listed below for yields from two different types of seed (regular and kiln dried) that were used on adjacent plots of land. The listed values are the yields of straw in cwt per acre, where cwt represents 100 lb. If the Wilcoxon signed-ranks test is used to test the claim that there is no difference between the yields from the two types of seed, what is the sample size \( n \)? If the significance level is 0.05, what is the critical value?

<table>
<thead>
<tr>
<th>Regular</th>
<th>19.25</th>
<th>22.75</th>
<th>23</th>
<th>23</th>
<th>22.5</th>
<th>19.75</th>
<th>24.5</th>
<th>15.5</th>
<th>18</th>
<th>14.25</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kiln dried</td>
<td>25</td>
<td>24</td>
<td>24</td>
<td>28</td>
<td>22.5</td>
<td>19.5</td>
<td>22.25</td>
<td>16</td>
<td>17.25</td>
<td>15.75</td>
<td>17.25</td>
</tr>
</tbody>
</table>

4. Ranks Using the matched data listed in Exercise 3, the differences are as follows: \(-5.75, -1.25, -1, -5, 0, 0.25, 2.25, -0.5, 0.75, -1.5, \) and \(-0.25\). List the corresponding ranks of those differences after discarding the 0 and ignoring their signs.

Using the Wilcoxon Signed-Ranks Test. In Exercises 5 and 6, refer to the given paired sample data and use the Wilcoxon signed-ranks test to test the claim that the matched pairs have differences that come from a population with a median equal to zero.

5. Is Friday the 13th Unlucky? Researchers collected data on the numbers of hospital admissions resulting from motor vehicle crashes. The results given below are for Fridays on the 6th of a month and Fridays on the 13th of the same month (based on data from “Is Friday the 13th Bad for Your Health?” by Scanlon, et al., BMJ, Vol. 307, as listed in the Data and Story Line online resource of data sets). Use a 0.05 significance level to test the claim that when the 13th day of a month falls on a Friday, the numbers of hospital admissions from motor vehicle crashes are not affected.

<table>
<thead>
<tr>
<th>Friday the 6th</th>
<th>9</th>
<th>6</th>
<th>11</th>
<th>11</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friday the 13th</td>
<td>13</td>
<td>12</td>
<td>14</td>
<td>10</td>
<td>4</td>
<td>12</td>
</tr>
</tbody>
</table>

6. Weather Forecasts? Listed below are actual high temperatures and the high temperatures forecast one day in advance (based on Data Set 11 in Appendix B). Use a 0.05 significance level to test the claim that population of differences has a median of zero. What do the results suggest about the accuracy of the predictions?

<table>
<thead>
<tr>
<th>Actual high temperature</th>
<th>80</th>
<th>77</th>
<th>81</th>
<th>85</th>
<th>73</th>
<th>73</th>
<th>80</th>
<th>72</th>
</tr>
</thead>
<tbody>
<tr>
<td>High temperature forecast one day before</td>
<td>78</td>
<td>75</td>
<td>81</td>
<td>85</td>
<td>76</td>
<td>75</td>
<td>79</td>
<td>74</td>
</tr>
</tbody>
</table>

Using the Wilcoxon Signed-Ranks Test. In Exercises 7–10, refer to the sample data for the given exercises in Section 13-2. Use the Wilcoxon signed-ranks test to test the claim that the matched pairs have differences that come from a population with a median equal to zero. Use a 0.05 significance level.

7. Exercise 9
8. Exercise 10
9. Exercise 11
10. Exercise 12

Appendix B Data Sets. In Exercises 11–14, refer to the sample data for the given exercises in Section 13-2. Use the Wilcoxon signed-ranks test for the claim about the median of a population.

11. Exercise 17
12. Exercise 18
13. Exercise 19
14. Exercise 20
15. Rank Sums

a. If we have sample paired data with 50 nonzero differences and the sum of the positive ranks is 300, find the absolute value of the sum of the negative ranks.

b. If we have sample paired data with \( n \) nonzero differences and one of the two rank sums is \( k \), find an expression for the other rank sum.

13-4  Wilcoxon Rank-Sum Test for Two Independent Samples

Key Concept In this section we introduce the Wilcoxon rank-sum test, which uses ranks of values from two independent samples to test the null hypothesis that the two populations have equal medians. The Wilcoxon rank-sum test is equivalent to the Mann-Whitney U test (see Exercise 13), which is included in some other textbooks and software packages (such as Minitab). The basic idea underlying the Wilcoxon rank-sum test is this: If two samples are drawn from identical populations and the individual values are all ranked as one combined collection of values, then the high and low ranks should fall evenly between the two samples. If the low ranks are found predominantly in one sample and the high ranks are found predominantly in the other sample, we suspect that the two populations have different medians.

Unlike the parametric tests in Section 9-3, the Wilcoxon rank-sum test does not require normally distributed populations and it can be used with data at the ordinal level of measurement, such as data consisting of ranks. In Table 13-2 we noted that the Wilcoxon rank-sum test has a 0.95 efficiency rating when compared to the parametric test. Because this test has such a high efficiency rating and involves easier calculations, it is often preferred over the parametric test, even when the requirement of normality is satisfied.

CAUTION

Don’t confuse the Wilcoxon rank-sum test for two independent samples with the Wilcoxon signed-ranks test for matched pairs. Use Internal Revenue Service as the mnemonic for IRS to remind us of “Independent: Rank Sum.”

DEFINITION

The Wilcoxon rank-sum test is a nonparametric test that uses ranks of sample data from two independent populations to test the null hypothesis that the two independent samples come from populations with equal medians. (The alternative hypothesis is the claim that the two populations have different medians, or that the first population has a median greater than the median of the second population, or that the first population has a median less than the median of the second population.)
Wilcoxon Rank-Sum Test

Objective
Use the Wilcoxon rank-sum test with samples from two independent populations for the following null and alternative hypotheses:

\[ H_0: \ \text{The two samples come from populations with equal medians.} \]
\[ H_1: \ \text{The median of the first population is different from (or greater than, or less than) the median from the second population.} \]

Notation
- \( n_1 = \text{size of Sample 1} \)
- \( n_2 = \text{size of Sample 2} \)
- \( R_1 = \text{sum of ranks for Sample 1} \)
- \( R_2 = \text{sum of ranks for Sample 2} \)
- \( R = \text{same as } R_1 \) (sum of ranks for Sample 1)

Requirements
1. There are two independent simple random samples.
2. Each of the two samples has more than 10 values.
   (For samples with 10 or fewer values, special tables are available in reference books, such as CRC Standard Probability and Statistics Tables and Formulae, published by CRC Press.)
   \( \text{Note: There is no requirement that the two populations have a normal distribution or any other particular distribution.} \)

Test Statistic

\[
z = \frac{R - \mu_R}{\sigma_R}
\]

where

\[
\mu_R = \frac{n_1(n_1 + n_2 + 1)}{2}
\]
\[
\sigma_R = \sqrt{\frac{n_1n_2(n_1 + n_2 + 1)}{12}}
\]

\( n_1 = \text{size of the sample from which the rank sum } R \text{ is found} \)
\( n_2 = \text{size of the other sample} \)
\( R = \text{sum of ranks of the sample with size } n_1 \)

Critical Values
Critical values can be found in Table A-2 (because the test statistic is based on the normal distribution).

P-Values P-values can be found using the \( z \) test statistic and Table A-2.

Procedure for Finding the Value of the Test Statistic
To see how the following steps are applied, refer to the sample data listed in Table 13-5 on the next page.

1. Temporarily combine the two samples into one big sample, then replace each sample value with its rank. (The lowest value gets a rank of 1, the next lowest value gets a rank of 2, and so on. If values are tied, assign to them the mean of the ranks involved in the tie. See Section 13-1 for a description of ranks and the procedure for handling ties.)

   \( \text{Example:} \) In Table 13-5, the ranks of the combined data set are shown in parentheses. The rank of 1 is assigned to the lowest value of 122. The rank of 2 is assigned to the next lowest value of 127. The rank of 3 is assigned to the next lowest value of 128. The rank of 4.5 is assigned to the values of 129 and 129, since they are tied for the ranks of 4 and 5.
2. Find the sum of the ranks for either one of the two samples.

   \textit{EXAMPLE:} In Table 13-5, the sum of the ranks from the first sample is 180.5. (That is, \(12.5 + 23 + \cdots + 11 = 180.5\).)

3. Calculate the value of the \(z\) test statistic as shown in the preceding box, where either sample can be used as “Sample 1.” (If both sample sizes are greater than 10, then the sampling distribution of \(R\) is approximately normal with mean \(\mu_R\) and standard deviation \(\sigma_R\), and the test statistic is as shown in the preceding box.)

   \textit{EXAMPLE:} Calculations of \(\mu_R\) and \(\sigma_R\) and \(z\) are shown in Example 1, which follows.

\[
\begin{align*}
\mu_R &= \frac{n_1(n_1 + n_2 + 1)}{2} = \frac{13(13 + 12 + 1)}{2} = 169 \\
\sigma_R &= \sqrt{\frac{n_1n_2(n_1 + n_2 + 1)}{12}} = \sqrt{\frac{(13)(12)(13 + 12 + 1)}{12}} = 18.385 \\
\frac{z}{\sigma_R} &= \frac{R - \mu_R}{\sigma_R} = \frac{180.5 - 169}{18.385} = 0.63
\end{align*}
\]

The test is two-tailed because a large positive value of \(z\) would indicate that disproportionately more higher ranks are found in Sample 1, and a large negative value of \(z\) would indicate that disproportionately more lower ranks are found in Sample 1. In either case, we would have strong evidence against the claim that the two samples come from populations with equal medians.

The significance of the test statistic \(z\) can be treated as in previous chapters. We are testing (with \(\alpha = 0.05\)) the hypothesis that the two populations have equal medians, so we have a two-tailed test with critical values \(z = \pm 1.96\). The test statistic of
$z = 0.63$ does not fall within the critical region, so we fail to reject the null hypothesis that braking distances of 4-cylinder cars and 6-cylinder cars have the same median.

**INTERPRETATION**

There is not sufficient evidence to warrant rejection of the claim that 4-cylinder cars and 6-cylinder cars have the same median braking distance. Based on the available sample data, it appears that 4-cylinder cars and 6-cylinder cars have braking distances with about the same median.

In Example 1, if we interchange the two sets of sample values and consider the sample of 6-cylinder cars to be the first sample, then $R = 144.5$, $\mu_R = 156$, $\sigma_R = 18.385$, and $z = -0.63$, so the conclusion is exactly the same.

**USING TECHNOLOGY**

**STATDISK**  Enter the sample data in columns of the Statdisk data window. Select Analysis from the main menu bar, then select Wilcoxon Tests, followed by the option Wilcoxon (Indep. Samples). Select the columns of data, then click on Evaluate to get a display that includes the rank sums, sample size, test statistic, critical value, and conclusion. See the display that corresponds to the results from Example 1.

**MINITAB**  First enter the two sets of sample data in columns C1 and C2. Then select the options Stat, Nonparametrics, and Mann-Whitney, and enter C1 for the first sample and C2 for the second sample. The confidence level of 95.0 corresponds to a significance level of $\alpha = 0.05$, and the “alternate: not equal” box refers to the alternative hypothesis, where “not equal” corresponds to a two-tailed hypothesis test. Minitab provides the $P$-value and conclusion.

**EXCEL**  Excel is not programmed for the Wilcoxon rank-sum test, but the DDXL add-in can be used by selecting Nonparametric Tests, then Mann-Whitney Rank Sum.

**TI-83/84 PLUS**  The TI-83/84 Plus calculator is not programmed for the Wilcoxon rank-sum test, but the program RTEST can be used. The program RTEST (by Michael Lloyd) can be downloaded from the CD-ROM included with this book or the Web site www.aw.com/Triola. First download and install the program. (Also download the program ZZRANK, which is used by the program RTEST.) Next, enter the two sets of sample data as lists in L1 and L2. Press PRGM and select RTEST. Press ENTER and select GROUP. When given the prompt of GROUP A=, enter L1 and press ENTER. When given the prompt of GROUP B=, enter L2 and press ENTER. The second rank sum will be displayed as the value of $R$. The mean and standard deviation based on that value of $R$ will also be displayed. Press ENTER once again to get the $z$ score based on the second rank sum.

13-4  Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Parametric and Nonparametric Tests**  Listed below are randomly selected values from STATDISK and the TI-83/84 Plus calculator. Both samples are obtained by selecting a uniform distribution of whole numbers between 1 and 1000 inclusive. When trying to test for a difference between the population of such random numbers from each of the two sources, which test should not be used: the parametric $t$ test or the Wilcoxon rank-sum test? Why?

<table>
<thead>
<tr>
<th>STATDISK:</th>
<th>606 561 834 421 481 716 272 703 556 94 172 161</th>
</tr>
</thead>
<tbody>
<tr>
<td>TI-83/84 Plus</td>
<td>929 71 678 798 485 768 853 990 297 392 904 644</td>
</tr>
</tbody>
</table>
2. Independent Samples Are the two samples in Exercise 1 independent or dependent? Explain.

3. What Are We Testing? Refer to the sample data in Exercise 1.
   a. Given that each sample was generated from a uniform distribution of whole numbers between 1 and 1000, what is the median of each population?
   b. Suppose the Wilcoxon rank-sum test is used for the data in Exercise 1. Are we testing that each of the two samples is from a population with the median identified in part (a)?

4. Efficiency Refer to Table 13-2 on page 663 and identify the efficiency of the Wilcoxon rank-sum test. What does that value tell us about the test?

Using the Wilcoxon Rank-Sum Test. In Exercises 5–8, use the Wilcoxon rank-sum test.

5. Discrimination Based on Age The Revenue Commissioners in Ireland conducted a contest for promotion. The ages of the unsuccessful and successful applicants are given below (based on data from “Debating the Use of Statistical Evidence in Allegations of Age Discrimination,” by Barry and Boland, The American Statistician, Vol. 58, No. 2). Some of the applicants who were unsuccessful in getting the promotion charged that the competition involved discrimination based on age. Use a 0.05 significance level to test the claim that the unsuccessful applicants are from a population with the same median age as the successful applicants. Based on the result, does there appear to be discrimination based on age?

Ages of Unsuccessful Applicants | Ages of Successful Applicants
---|---
34 37 37 38 41 42 43 44 44 45 | 27 33 36 37 38 39 42 42 43
45 45 46 48 49 53 53 54 55 | 43 44 44 44 45 45 45 46 46
56 57 60 | 47 47 48 49 49 51 51 52 54

6. Radiation in Baby Teeth Listed below are amounts of strontium-90 (in millibecquerels or mBq per gram of calcium) in a simple random sample of baby teeth obtained from Pennsylvania residents and New York residents born after 1979 (based on data from “An Unexpected Rise in strontium-90 in U.S. Deciduous Teeth in the 1990s,” by Mangano, et al., Science of the Total Environment). Use a 0.05 significance level to test the claim that the median amount of strontium-90 from Pennsylvania residents is the same as the median from New York residents.

Pennsylvania | 155 142 149 130 151 163 151 142 156 133 138 161
New York | 133 140 142 131 134 129 128 140 140 137 143

7. Popes and Monarchs Listed below are the numbers of years that U.S. presidents, popes (since 1690), and British monarchs lived after they were inaugurated, elected, or coronated. As of this writing, the last president is Gerald Ford and the last pope is John Paul II. (The times are based on data from Computer-Interactive Data Analysis, by Lunn and McNeil, John Wiley & Sons.) Use a 0.05 significance level to test the claim that the two samples of longevity data from popes and monarchs are from populations with the same median.

Presidents | 10 29 26 28 15 23 17 25 0 20 4 1 24 16 12 4 10 17 16 0 7 24 12 4 18 21 11 2 9 36 12 28 3 16 9 25 23 32
Popes | 2 9 21 3 6 10 18 11 6 25 23 6 2 15 32 25 11 8 17 19 5 15 0 26
Monarchs | 17 6 13 12 13 33 59 10 7 63 9 25 36 15

8. Presidents and Popes Refer to the longevity data for U.S. presidents and popes in Exercise 7. Use a 0.05 significance level to test the claim that the two samples are from populations with the same median.

Appendix B Data Sets. In Exercises 9–12, refer to the indicated data set in Appendix B and use the Wilcoxon rank-sum test.

9. Cigarettes Refer to Data Set 4 in Appendix B for the amounts of nicotine (in mg per cigarette) in the sample of king size cigarettes, which are nonfiltered, nonmenthol, and non-light, and for the amounts of nicotine in the 100 mm cigarettes, which are filtered, nonmenthol,
and non-light. Use a 0.01 significance level to test the claim that the median amount of nicotine in nonfiltered king size cigarettes is greater than the median amount of nicotine in 100 mm filtered cigarettes.

10. Cigarettes Refer to Data Set 4 in Appendix B for the amounts of tar in the sample of king size cigarettes, which are nonfiltered, nonmenthol, and non-light, and for the amounts of tar in the 100 mm cigarettes, which are filtered, nonmenthol, and non-light. Use a 0.01 significance level to test the claim that the median amount of tar in nonfiltered king size cigarettes is greater than the median amount of tar in 100 mm filtered cigarettes.

11. Movie Gross Refer to Data Set 9 in Appendix B. Use the amounts of money grossed by movies with ratings of PG or PG-13 as one sample, and use the amounts of money grossed by movies with R ratings as a second sample. Use a 0.05 significance level to test the claim that movies with ratings of PG or PG-13 have a higher median gross amount than movies with R ratings.

12. Body Mass Index Refer to Data Set 1 in Appendix B for the body mass index (BMI) measurements of random samples of men and women. Use a 0.05 significance level to test the claim that men and women have different median BMI values.

### 13-4 Beyond the Basics

13. Using the Mann-Whitney U Test The Mann-Whitney U test is equivalent to the Wilcoxon rank-sum test for independent samples in the sense that they both apply to the same situations and always lead to the same conclusions. In the Mann-Whitney U test we calculate

\[
z = \frac{U - \frac{n_1 n_2}{2}}{\sqrt{\frac{n_1 n_2 (n_1 + n_2 + 1)}{12}}}
\]

where

\[U = n_1 n_2 + \frac{n_1 (n_1 + 1)}{2} - R\]

Use the braking distance measurements listed in Table 13-5 on page 682 to find the z test statistic for the Mann-Whitney U test. Compare this value to the z test statistic found using the Wilcoxon rank-sum test.

14. Finding Critical Values Assume that we have two treatments (A and B) that produce quantitative results, and we have only two observations for treatment A and two observations for treatment B. We cannot use the test statistic given in this section because both sample sizes do not exceed 10.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Rank sum for treatment A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
</tbody>
</table>

**a.** Complete the accompanying table by listing the five rows corresponding to the other five cases, and enter the corresponding rank sums for treatment A.

**b.** List the possible values of R and their corresponding probabilities. (Assume that the rows of the table from part (a) are equally likely.)

**c.** Is it possible, at the 0.10 significance level, to reject the null hypothesis that there is no difference between treatments A and B? Explain.
**Polls and Psychologists**

Poll results can be dramatically affected by the wording of questions. A phrase such as “over the last few years” is interpreted differently by different people. Over the last few years (actually, since 1980), survey researchers and psychologists have been working together to improve surveys by decreasing bias and increasing accuracy. In one case, psychologists studied the finding that 10 to 15 percent of those surveyed say they voted in the last election when they did not. They experimented with theories of faulty memory, a desire to be viewed as responsible, and a tendency of those who usually vote to say that they voted in the most recent election, even if they did not. Only the last theory was actually found to be part of the problem.

---

**Kruskal-Wallis Test**

**Key Concept** In this section we introduce the Kruskal-Wallis test, which uses ranks of data from three or more independent simple random samples to test the null hypothesis that the samples come from populations with equal medians.

In Section 12-2 we used one-way analysis of variance (ANOVA) to test the null hypothesis that three or more populations have the same mean, but ANOVA requires that all of the involved populations have normal distributions. The Kruskal-Wallis test for equal medians does not require normal distributions.

**Definition**

The Kruskal-Wallis test (also called the $H$ test) is a nonparametric test that uses ranks of simple random samples from three or more independent populations to test the null hypothesis that the populations have the same median. (The alternative hypothesis is the claim that the populations have medians that are not all equal.)

In applying the Kruskal-Wallis test, we compute the test statistic $H$, which has a distribution that can be approximated by the chi-square distribution as long as each sample has at least five observations. When we use the chi-square distribution in this context, the number of degrees of freedom is $k - 1$, where $k$ is the number of samples. (For a quick review of the key features of the chi-square distribution, see Section 7-5.)

The $H$ test statistic is basically a measure of the variance of the rank sums $R_1, R_2, \ldots, R_k$. If the ranks are distributed evenly among the sample groups, then $H$ should be a relatively small number. If the samples are very different, then the ranks will be excessively low in some groups and high in others, with the net effect that $H$ will be large. Consequently, only large values of $H$ lead to rejection of the null hypothesis that the samples come from identical populations. The Kruskal-Wallis test is therefore a right-tailed test.

---

**Objective**

Use the Kruskal-Wallis test with simple random samples from three or more independent populations for the following null and alternative hypotheses:

- $H_0$: The samples come from populations with equal medians.
- $H_1$: The samples come from populations with medians that are not all equal.

**Notation**

- $N =$ total number of observations in all samples combined
- $k =$ number of different samples
- $R_1 =$ sum of ranks for Sample 1
- $n_1 =$ number of observations in Sample 1

For Sample 2, the sum of ranks is $R_2$ and the number of observations is $n_2$, and similar notation is used for the other samples.

**Requirements**

1. We have at least three independent simple random samples.
2. Each sample has at least five observations. (If samples have fewer than five observations, refer to special tables of critical values, such as CRC Standard Probability and Statistics Tables and Formulae, published by CRC Press.)

*Note: There is no requirement that the populations have a normal distribution or any other particular distribution.*
## Test Statistic

\[ H = \frac{12}{N(N + 1)} \left( \frac{R_1^2}{n_1} + \frac{R_2^2}{n_2} + \cdots + \frac{R_k^2}{n_k} \right) - 3(N + 1) \]

### Critical Values

1. The test is right-tailed.

2. \( df = k - 1 \). (Because the test statistic \( H \) can be approximated by a chi-square distribution, critical values can be found in Table A-4 with \( k - 1 \) degrees of freedom, where \( k \) is the number of different samples.)

## Procedure for Finding the Value of the \( H \) Test Statistic

To see how the following steps are applied, refer to the sample data in Table 13-6.

1. Temporarily combine all samples into one big sample and assign a rank to each sample value. (Sort the values from lowest to highest, and in cases of ties, assign to each observation the mean of the ranks involved.)

   **Example:** In Table 13-6, the numbers in parentheses are the ranks of the combined data set. The rank of 1 is assigned to the lowest value of 32, the rank of 2 is assigned to the next lowest value of 33, and so on. In the case of ties, each of the tied values is assigned the mean of the ranks involved in the tie.

2. For each sample, find the sum of the ranks and find the sample size.

   **Example:** In Table 13-6, the sum of the ranks from the first sample is 203.5, it is 152.5 for the second sample, and it is 109 for the third sample.

3. Calculate \( H \) using the results of Step 2 and the notation and test statistic given in the preceding box.

   **Example:** The test statistic is computed in Example 1.

### Table 13-6 Chest Deceleration Measurements (in g) from Car Crash Tests

<table>
<thead>
<tr>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>(21.5)</td>
<td>41</td>
</tr>
<tr>
<td>43</td>
<td>(17)</td>
<td>49</td>
</tr>
<tr>
<td>44</td>
<td>(21.5)</td>
<td>43</td>
</tr>
<tr>
<td>54</td>
<td>(30)</td>
<td>41</td>
</tr>
<tr>
<td>38</td>
<td>(8)</td>
<td>47</td>
</tr>
<tr>
<td>43</td>
<td>(17)</td>
<td>42</td>
</tr>
<tr>
<td>42</td>
<td>(13)</td>
<td>37</td>
</tr>
<tr>
<td>45</td>
<td>(25)</td>
<td>43</td>
</tr>
<tr>
<td>44</td>
<td>(21.5)</td>
<td>44</td>
</tr>
<tr>
<td>50</td>
<td>(29)</td>
<td>34</td>
</tr>
</tbody>
</table>

\( n_1 = 10 \) \( n_2 = 10 \) \( n_3 = 10 \)

\( R_1 = 203.5 \) \( R_2 = 152.5 \) \( R_3 = 109 \)

### Car Crash Test Measurements

The chest deceleration measurements resulting from car crash tests are listed in Table 13-6. The data are from the Chapter Problem in Chapter 12. Test the claim that the three samples come from populations with medians that are all equal. Use a 0.05 significance level.

---

*continued*
**SOLUTION**

**REQUIREMENT CHECK** (1) Each of the three samples is a simple random independent sample. (2) Each sample size is at least 5. The requirements are satisfied.

The null and alternative hypotheses are as follows:

\( H_0: \) The populations of chest deceleration measurements from the three categories have the same median.

\( H_1: \) The populations of chest deceleration measurements from the three categories have medians that are not all the same.

**Test Statistic** In determining the value of the \( H \) test statistic, we first rank all of the data, then we find the sum of the ranks for each category. In Table 13-6, ranks are shown in parentheses next to the original sample values. Next we find the sample size, \( n \), and sum of ranks, \( R \), for each sample. Those values are shown at the bottom of Table 13-6. Because the total number of observations is 30, we have \( N = 30 \). We can now evaluate the test statistic as follows:

\[
H = \frac{12}{N(N + 1)} \left( \frac{R_1^2}{n_1} + \frac{R_2^2}{n_2} + \cdots + \frac{R_k^2}{n_k} \right) - 3(N + 1)
\]

\[
= \frac{12}{30(30 + 1)} \left( \frac{203.5^2}{10} + \frac{152.5^2}{10} + \frac{109^2}{10} \right) - 3(30 + 1)
\]

\[
= 5.774
\]

**Critical Value** Because each sample has at least five observations, the distribution of \( H \) is approximately a chi-square distribution with \( k - 1 \) degrees of freedom. The number of samples is \( k = 3 \), so we have \( 3 - 1 = 2 \) degrees of freedom. Refer to Table A-4 to find the critical value of 5.991, which corresponds to 2 degrees of freedom and a 0.05 significance level (with an area of 0.05 in the right tail). The critical value of 5.991 is shown in Figure 13-4. (The chi-square distribution has the general shape shown in Figure 13-4 whenever the number of degrees of freedom is 1 or 2.)

Figure 13-4 shows that the \( H \) test statistic 5.774 is not in the critical region bounded by 5.991, so we fail to reject the null hypothesis of equal medians. (In Section 12-2, we used analysis of variance to reject the null hypothesis of equal *means*.)

**INTERPRETATION** There is not sufficient evidence to reject the claim that chest deceleration measurements from small cars, medium cars, and large cars all have equal medians. The medians do not appear to be different.

---

**Figure 13-4**

Chi-Square Distribution for Example 1
Rationale: The Kruskal-Wallis $H$ test statistic is the rank version of the $F$ test statistic used in the analysis of variance discussed in Chapter 12. When we deal with ranks $R$ instead of original values $x$, many components are predetermined. For example, the sum of all ranks can be expressed as $N(N + 1)/2$, where $N$ is the total number of values in all samples combined. The expression

$$H = \frac{12}{N(N + 1)} \sum n_i (R_i - \bar{R})^2$$

where

$$R_i = \frac{R_i}{n_i} \quad \text{and} \quad \bar{R} = \frac{\sum R_i}{\sum n_i}$$

combines weighted variances of ranks to produce the $H$ test statistic given here. This expression for $H$ is algebraically equivalent to the expression for $H$ given earlier as the test statistic.

**STATDISK** Enter the data in columns of the data window. Select Analysis from the main menu bar, then select Kruskal-Wallis Test and select the columns of data. STATDISK will display the sum of the ranks for each sample, the $H$ test statistic, the critical value, and the conclusion.

**MINITAB** Refer to the Minitab Student Laboratory Manual and Workbook for the procedure required to use the options Stat, Nonparametrics, and Kruskal-Wallis. The basic idea is to list all of the sample data in one big column, with another column identifying the sample for the corresponding values. For the data of Table 13-6 on page 687, enter the 30 values in Minitab's column C1. In column C2, enter ten 1s followed by ten 2s followed by ten 3s. Now select Stat, Nonparametrics, and Kruskal-Wallis. In the dialog box, enter C1 for response, C2 for factor, then click OK. The Minitab display includes the $H$ test statistic and the $P$-value.

**EXCEL** Excel is not programmed for the Kruskal-Wallis test, but the DDXL add-in can be used by selecting Nonparametric Tests, then Kruskal-Wallis. The sample data must be in one column, with another column (Factor) containing the sample names.

**TI-83/84 PLUS** The TI-83/84 Plus calculator is not programmed for the Kruskal-Wallis test, but the program KWTEST can be used. The program KWTEST (by Michael Lloyd) can be downloaded from the site www.aw.com/Triola. First download and install the program. (Also download the program ZZRANK, which is used by the program KWTEST.) Next, enter the lists of sample data in separate columns of matrix [A]. Press PRGM, select KWTEST, then press ENTER. The value of the test statistic and the number of degrees of freedom will be provided. (Note: If the samples have different sizes and one of the data values is zero, add some convenient constant to all of the sample values so that no zeros are present.)

**Basic Skills and Concepts**

**Statistical Literacy and Critical Thinking**

1. Independent Samples Listed below are skull breadths obtained from skulls of Egyptian males from three different epochs (based on data from Ancient Races of the Thebaid, by Thomson and Randall-Maciver). The Kruskal-Wallis test of equal medians requires independent samples. Are the listed samples independent? Why or why not?

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Skull Breadth</th>
</tr>
</thead>
<tbody>
<tr>
<td>4000 B.C.</td>
<td>125 129 131 132 132 134 135 138 138</td>
</tr>
<tr>
<td>1850 B.C.</td>
<td>129 129 134 134 136 137 137 138 136</td>
</tr>
<tr>
<td>150 A.D.</td>
<td>128 136 137 137 138 139 141 142 145</td>
</tr>
</tbody>
</table>

2. Simple Random Samples If the Kruskal-Wallis test is to be used with the data in Exercise 1, the samples should be simple random samples. What is a simple random sample?
3. Ranks Refer to the sample data listed in Exercise 1 and assume that the Kruskal-Wallis test is to be used to test the null hypothesis of equal medians. After ranking all of the sample values, find the value of \( R_1 \), which is the sum of the ranks for the first sample.

4. Efficiency Refer to Table 13-2 on page 663 and identify the efficiency of the Kruskal-Wallis test. What does that value tell us about the test?

**Using the Kruskal-Wallis Test. In Exercises 5–10, use the Kruskal-Wallis test.**

5. Archaeology Refer to the three samples of skull breadths listed in Exercise 1 and use a 0.05 significance level to test the claim that the samples are from populations with the same median. Changes in head shape over time suggest that interbreeding occurred with immigrant populations. Is interbreeding of cultures suggested by the data?

6. Laboratory Testing of Flammability of Children's Sleepwear Flammability tests were conducted on children's sleepwear. Pieces of fabric were burned under controlled conditions using the Vertical Semirestrained Test. After the burning stopped, the length of the charred portion was measured and recorded. Results are given in the margin for the same fabric tested at different laboratories. Did the different laboratories obtain the same results?

7. Head Injury in a Car Crash Listed below are head injury data from crash test dummies. (The data are from the same cars used in the Chapter Problem for Chapter 12.) These measurements are in hic, which denotes a standard head injury criterion. Use a 0.05 significance level to test the null hypothesis that the different car categories have the same median. Do these data suggest that larger cars are safer?

8. Femur Injury in a Car Crash Listed below are measured loads (in lb) on the left femur of crash test dummies. (The data are from the same cars used in the Chapter Problem for Chapter 12.) Use a 0.05 significance level to test the null hypothesis that the different car categories have the same median. Do these data suggest that larger cars are safer?

9. Car Emissions Listed below are measured amounts of greenhouse gas emissions from cars in three different categories (from Data Set 16 in Appendix B). The measurements are in tons per year, expressed as CO₂ equivalents. Use a 0.05 significance level to test the claim that the different car categories have the same median amount of greenhouse gas emissions. Based on the results, does the number of cylinders appear to affect the amount of greenhouse gas emissions?

10. Car Fuel Consumption Listed below are the highway fuel consumption amounts (in mi/gal) from cars in three different categories (from Data Set 16 in Appendix B). Use a 0.05 significance level to test the claim that the different car categories have the same median highway fuel consumption. Based on the results, does the number of cylinders appear to affect highway fuel consumption?
Appendix B Data Sets. In Exercises 11 and 12, use the Kruskal-Wallis test with the data set from Appendix B.

11. Nicotine in Cigarettes Refer to Data Set 4 in Appendix B and use the amounts of nicotine (mg per cigarette) in the king size cigarettes, the 100 mm menthol cigarettes, and the 100 mm nonmenthol cigarettes. The king size cigarettes are nonfiltered, nonmenthol, and non-light. The 100 mm menthol cigarettes are filtered and non-light. The 100 mm nonmenthol cigarettes are filtered and non-light. Use a 0.05 significance level to test the claim that the three categories of cigarettes yield the same median amount of nicotine. Given that only the king size cigarettes are not filtered, do the filters appear to make a difference?

12. Tar in Cigarettes Refer to Data Set 4 in Appendix B and use the amounts of tar (mg per cigarette) in the three categories of cigarettes described in Exercise 11. Use a 0.05 significance level to test the claim that the three categories of cigarettes yield the same median amount of tar. Given that only the king size cigarettes are not filtered, do the filters appear to make a difference?

Beyond the Basics

13. Correcting the $H$ Test Statistic for Ties In using the Kruskal-Wallis test, there is a correction factor that should be applied whenever there are many ties: Divide $H$ by

$$1 - \frac{\sum T}{N^3 - N}$$

For each individual group of tied observations in the combined set of all sample data, calculate $T = t^3 - t$, where $t$ is the number of observations that are tied within the individual group. Find $t$ for each group of tied values, then compute the value of $T$ for each group, then add the $T$ values to get $\sum T$. The value of $N$ is the total number of observations in all samples combined. Use this procedure to find the corrected value of $H$ for Example 1. Does the corrected value of $H$ differ substantially from the value found in Example 1?

Rank Correlation

Key Concept In this section we describe the nonparametric method of the rank correlation test, which uses paired data to test for an association between two variables. In Chapter 10 we used paired sample data to compute values for the linear correlation coefficient $r$, but in this section we use ranks as the basis for computing the rank correlation coefficient $r_s$. As in Chapter 10, we begin an analysis of paired data by constructing a scatterplot so that we can identify any patterns in the data.

Definition The rank correlation test (or Spearman’s rank correlation test) is a nonparametric test that uses ranks of sample data consisting of matched pairs. It is used to test for an association between two variables.
We use the notation \( r_s \) for the rank correlation coefficient so that we don’t confuse it with the linear correlation coefficient \( r \). The subscript \( s \) does not refer to a standard deviation; it is used in honor of Charles Spearman (1863–1945), who originated the rank correlation approach. In fact, \( r_s \) is often called **Spearman’s rank correlation coefficient**. Key components of the rank correlation test are given in the following box, and the rank correlation procedure is summarized in Figure 13-5.

**Rank Correlation**

**Objective**
Compute the rank correlation coefficient \( r_s \) and use it to test for an association between two variables. The null and alternative hypotheses are as follows:
- \( H_0: \rho_s = 0 \) (There is no correlation between the two variables.)
- \( H_1: \rho_s \neq 0 \) (There is a correlation between the two variables.)

**Notation**
- \( r_s \) = rank correlation coefficient for sample paired data \( (r_s \) is a sample statistic) \( n = \) number of pairs of sample data
- \( \rho_s \) = rank correlation coefficient for all the population data \( (\rho_s \) is a population parameter) \( d = \) difference between ranks for the two values within a pair

**Requirements**
The paired data are a simple random sample. **Note:** Unlike the parametric methods of Section 10-2, there is no requirement that the sample pairs of data have a bivariate normal distribution (as described in Section 10-2). There is no requirement of a normal distribution for any population.

**Test Statistic**

**No ties:** After converting the data in each sample to ranks, if there are no ties among ranks for the first variable and there are no ties among ranks for the second variable, the exact value of the test statistic can be calculated using this formula:

\[
r_s = 1 - \frac{6\sum d^2}{n(n^2 - 1)}
\]

**Ties:** After converting the data in each sample to ranks, if either variable has ties among its ranks, the exact value of the test statistic \( r_s \) can be found by using Formula 10-1 with the ranks:

\[
r_s = \frac{n\sum xy - (\sum x)(\sum y)}{\sqrt{n(\sum x^2) - (\sum x)^2} \sqrt{n(\sum y^2) - (\sum y)^2}}
\]

**Critical Values**
1. If \( n \leq 30 \), critical values are found in Table A-9.
2. If \( n > 30 \), critical values of \( r_s \) are found using Formula 13-1.

**Formula 13-1**

\[
r_s = \frac{\pm z}{\sqrt{n - 1}} \quad (\text{critical values when } n > 30)
\]

where the value of \( z \) corresponds to the significance level. (For example, if \( \alpha = 0.05 \), \( z = 1.96 \).)
Advantages: Rank correlation has these advantages over the parametric methods discussed in Chapter 10:

1. The nonparametric method of rank correlation can be used in a wider variety of circumstances than the parametric method of linear correlation. With rank correlation, we can analyze paired data that are ranks or can be converted to ranks. For example, if two judges rank 30 different gymnasts, we can use rank correlation, but not linear correlation. Unlike the parametric methods of Chapter 10, the method of rank correlation does not require a normal distribution for any population.

2. Rank correlation can be used to detect some (not all) relationships that are not linear.

Disadvantage: A disadvantage of rank correlation is its efficiency rating of 0.91, as described in Section 13-1. This efficiency rating shows that with all other circumstances being equal, the nonparametric approach of rank correlation requires 100 pairs of sample data to achieve the same results as only 91 pairs of sample observations analyzed through the parametric approach, assuming that the stricter requirements of the parametric approach are met.

Direct Link Between Smoking and Cancer

When we find a statistical correlation between two variables, we must be extremely careful to avoid the mistake of concluding that there is a cause-effect link. The tobacco industry has consistently emphasized that correlation does not imply causality. However, Dr. David Sidransky of Johns Hopkins University now says that “we have such strong molecular proof that we can take an individual cancer and potentially, based on the patterns of genetic change, determine whether cigarette smoking was the cause of that cancer.” Based on his findings, he also said that “the smoker had a much higher incidence of the mutation, but the second thing that nailed it was the very distinct pattern of mutations . . . so we had the smoking gun.” Although statistical methods cannot prove that smoking causes cancer, such proof can be established with physical evidence of the type described by Dr. Sidransky.
Are the Best Universities the Most Difficult to Get Into? Table 13-1 lists overall quality scores and selectivity rankings of a sample of national universities (based on data from *U.S. News and World Report*). Find the value of the rank correlation coefficient and use it to determine whether there is a correlation between the overall quality scores and the selectivity rankings. Use a 0.05 significance level. Based on the result, does it appear that national universities with higher overall quality scores are more difficult to get into?

**Solution**

**Requirement Check** The only requirement is that the paired data are a simple random sample. The colleges included are a simple random sample from those available.

The selectivity data consist of ranks that are not normally distributed. So, we use the rank correlation coefficient to test for a relationship between overall quality score and selectivity rank.

The null and alternative hypotheses are as follows:

\[
H_0: \rho_s = 0 \\
H_1: \rho_s \neq 0
\]

Following the procedure of Figure 13-5, we begin by converting the data in Table 13-1 into the ranks listed in Table 13-7 here. For example, the lowest overall quality score of 55 is given a rank of 1, the next lowest quality score of 63 is given a rank of 2, and so on. In Table 13-7 we see that neither of the two variables has ties among ranks, so the exact value of the test statistic can be calculated as shown below. We use \( n = 8 \) (for 8 pairs of data) and \( \sum d^2 = 156 \) (as shown in Table 13-7) to get

\[
r_s = 1 - \frac{6 \sum d^2}{n(n^2 - 1)} = 1 - \frac{6(156)}{8(8^2 - 1)} \\
= 1 - \frac{936}{504} = -0.857
\]

Now we refer to Table A-9 to find the critical values of ±0.738 (based on \( \alpha = 0.05 \) and \( n = 8 \)). Because the test statistic \( r_s = -0.857 \) is not between the critical values of -0.738 and 0.738, we reject the null hypothesis. There is sufficient evidence to support a claim of a correlation between overall quality score and selectivity ranking. The rank correlation coefficient is negative, suggesting that higher quality scores are associated with lower selectivity ranks. It does appear that national universities with higher quality scores are more selective and are more difficult to get into.

### Table 13-7 Ranks of Data from Table 13-1

<table>
<thead>
<tr>
<th>Overall Quality</th>
<th>8</th>
<th>2</th>
<th>1</th>
<th>7</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selectivity Rank</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Difference ( d )</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>( d^2 )</td>
<td>36</td>
<td>16</td>
<td>49</td>
<td>36</td>
<td>1</td>
<td>1</td>
<td>16</td>
<td>1 : ( \sum d^2 = 156 )</td>
</tr>
</tbody>
</table>

**Example 2**

**Large Sample Case** Refer to the measured systolic and diastolic blood pressure measurements of 40 randomly selected females in Data Set 1 in Appendix B and use a 0.05 significance level to test the claim that among women, there is a correlation between systolic blood pressure and diastolic blood pressure.
**SOLUTION**

**REQUIREMENT CHECK** The data are a simple random sample.

**Test Statistic** The value of the rank correlation coefficient is \( r_s = 0.780 \), which can be found using computer software or a TI-83/84 Plus calculator.

**Critical Values** Because there are 40 pairs of data, we have \( n = 40 \). Because \( n \) exceeds 30, we find the critical values from Formula 13-1 instead of Table A-9. With \( \alpha = 0.05 \) in two tails, we let \( z = 1.96 \) to get the critical values of \(-0.314\) and \(0.314\), as shown below.

\[
rs = \frac{\pm 1.96}{\sqrt{40 - 1}} = \pm 0.314
\]

The test statistic of \( r_s = 0.780 \) is not between the critical values of \(-0.314\) and \(0.314\), so we reject the null hypothesis of \( \rho_s = 0 \). There is sufficient evidence to support the claim that among women, there is a correlation between systolic blood pressure and diastolic blood pressure.

The next example illustrates the principle that rank correlation can sometimes be used to detect relationships that are not linear.

<box>

**EXAMPLE 3**

**Detecting a Nonlinear Pattern** An experiment involves a growing population of bacteria. Table 13-8 lists randomly selected times (in hr) after the experiment is begun, and the number of bacteria present. Use a 0.05 significance level to test the claim that there is a correlation between time and population size.

**SOLUTION**

**REQUIREMENT CHECK** The data are a simple random sample.

The null and alternative hypotheses are as follows:

\[
H_0: \rho_s = 0 \quad \text{(no correlation)}
\]

\[
H_1: \rho_s \neq 0 \quad \text{(correlation)}
\]

We follow the rank correlation procedure summarized in Figure 13-5. The original values are not ranks, so we convert them to ranks and enter the results in Table 13-9. (Section 13-1 describes the procedure for converting scores into ranks.) There are no ties among the ranks for the times, nor are there ties among the ranks for population size, so we proceed by calculating the differences, \( d \), and squaring them.

<table>
<thead>
<tr>
<th>Table 13-8</th>
<th>Number of Bacteria in a Growing Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (hrs)</td>
<td>6 107 109 125 126 128 133 143 177 606</td>
</tr>
<tr>
<td>Population Size</td>
<td>2 3 4 10 16 29 35 38 41 45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 13-9</th>
<th>Ranks from Table 13-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ranks of Times</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td>Ranks of Populations</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td>Difference ( d )</td>
<td>0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>( d^2 )</td>
<td>0 0 0 0 0 0 0 0 0 0</td>
</tr>
</tbody>
</table>
them. Next we find the sum of the \( d^2 \) values, which is 0. We now calculate the value of the test statistic:

\[
\begin{align*}
rs &= 1 - \frac{6 \sum d^2}{n(n^2 - 1)} = 1 - \frac{6(0)}{10(10^2 - 1)} \\
&= 1 - \frac{0}{990} = 1
\end{align*}
\]

Since \( n = 10 \), we use Table A-9 to get the critical values of \( \pm 0.648 \). Finally, the test statistic of \( rs = 1 \) is not between \(-0.648\) and \(0.648\), so we reject the null hypothesis of \( \rho_s = 0 \). There is sufficient evidence to conclude that there is a correlation between time and population size.

In Example 3, if we test for a linear correlation using the methods of Section 10-2, we get a test statistic of \( r = 0.621 \) and critical values of \( -0.632 \) and \( 0.632 \), so we conclude that there is not sufficient evidence to support a claim of a linear correlation between time and population size. If we examine the Minitab-generated scatterplot, we can see that the pattern of points is not a straight-line pattern. Example 3 illustrates this advantage of the nonparametric approach over the parametric approach: With rank correlation, we can sometimes detect relationships that are not linear.

**Minitab**

Enter the sample data in columns of the data window. Select **Analysis** from the main menu bar, then select **Rank Correlation**. Select the two columns of data to be included, then click **Evaluate**. The STATDISK results include the exact value of the test statistic \( rs \), the critical value, and the conclusion.

**Excel**

Excel does not have a function that calculates the rank correlation coefficient from original sample values, but the exact value of the test statistic \( rs \) can be found as follows. First replace each of the original sample values by its corresponding rank. Enter those ranks in columns A and B. Click on the \( fx \) function key located on the main menu bar. Select the function category **Statistical** and the function name **CORREL**, then click **OK**. In the dialog box, enter the cell range of values for \( x \), such as A1:A10. Also enter the cell range of values for \( y \), such as B1:B10. Excel will display the exact value of the rank correlation coefficient \( rs \). Also, DDXL can be used by selecting **Nonparametric Tests**, then **Spearman Rank Test**.

**TI-83/84 Plus**

If using a TI-83/84 Plus calculator or any other calculator with 2-variable statistics, you can find the exact value of \( rs \) as follows: (1) Replace each sample value by its corresponding rank, then (2) calculate the value of the linear correlation coefficient \( r \) with the same procedures used in Section 10-2. Enter the paired ranks in lists L1 and L2, then press **STAT** and select **TESTS**. Using the option **LinRegTTest** will result in several displayed values, including the exact value of the rank correlation coefficient \( rs \).

**Caution:** Ignore the resulting \( P \)-value because it is not calculated with the correct distribution for Spearman rank correlation.

The program **srcorr** on the enclosed CD can be used to find the rank correlation coefficient, but it will not yield the correct value if either variable has sample values that are tied.
Statistical Literacy and Critical Thinking

1. Regression Suppose the methods of this section are used with paired sample data, and the conclusion is that there is sufficient evidence to support the claim of a correlation between the two variables. Can we use the methods of Section 10-3 to find the regression equation that can be used for predictions? Why or why not?

2. Ranks, Differences, and \( r_s \) The table below lists the values of new cars sold by dealers and the values of clothes sold by clothing stores in five recent years (based on data from the U.S. Census Bureau). All values are in billions of dollars. Answer the following without using computer software or a calculator.

- a. Identify the ranks corresponding to each of the variables.
- b. Identify the differences \( d \).
- c. What is the value of \( \Sigma d^2 \)?
- d. What is the value of \( r_s \)?

<table>
<thead>
<tr>
<th>New Cars</th>
<th>56.8</th>
<th>58.7</th>
<th>59.4</th>
<th>61.8</th>
<th>63.5</th>
<th>67.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clothing</td>
<td>111.8</td>
<td>118.2</td>
<td>119.4</td>
<td>123.0</td>
<td>127.4</td>
<td>136.8</td>
</tr>
</tbody>
</table>

3. Notation Refer to the paired sample data given in Exercise 2. In that context, what is the difference between \( r_s \) and \( \rho \)? Why is the subscript \( s \) used? Does the subscript \( s \) represent the same standard deviation \( s \) introduced in Section 3-3?

4. Efficiency Refer to Table 13-2 on page 663 and identify the efficiency of the rank correlation test. What does that value tell us about the test?

In Exercises 5 and 6, use the scatterplot to find the value of the rank correlation coefficient \( r_s \) and the critical values corresponding to a 0.05 significance level used to test the null hypothesis of \( \rho_s = 0 \). Determine whether there is a correlation.

5. Distance/Time Data for a Dropped Object

Finding Critical Values. In Exercises 7 and 8, find the critical value(s) \( r_s \) using either Table A-9 or Formula 13-1, as appropriate. Assume that the null hypothesis is \( \rho_s = 0 \) so the test is two-tailed. Also, \( n \) denotes the number of pairs of data.

- 7. a. \( n = 15, \ \alpha = 0.05 \)
- b. \( n = 24, \ \alpha = 0.01 \)
- c. \( n = 100, \ \alpha = 0.05 \)
- d. \( n = 65, \ \alpha = 0.01 \)

- 8. a. \( n = 9, \ \alpha = 0.01 \)
- b. \( n = 16, \ \alpha = 0.05 \)
- c. \( n = 37, \ \alpha = 0.05 \)
- d. \( n = 82, \ \alpha = 0.01 \)

Testing for Rank Correlation. In Exercises 9–16, use the rank correlation coefficient to test for a correlation between the two variables. Use a significance level of \( \alpha = 0.05 \).

9. Judges of Marching Bands Two judges ranked seven bands in the Texas state finals competition of marching bands (Coppell, Keller, Grapevine, Dickinson, Poteet, Fossil Ridge, ...
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Heritage), and their rankings are listed below (based on data from the University Interscholastic League). Test for a correlation between the two judges. Do the judges appear to rank about the same or are they very different?

<table>
<thead>
<tr>
<th>Band</th>
<th>Cpl</th>
<th>Klr</th>
<th>Grp</th>
<th>Dck</th>
<th>Ptt</th>
<th>FR</th>
<th>Her</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Judge</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Second Judge</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>7</td>
</tr>
</tbody>
</table>

10. Judges of Marching Bands In the same competition described in Exercise 9, a third judge ranked the bands with the results shown below. Test for a correlation between the first and third judges. Do the judges appear to rank about the same or are they very different?

<table>
<thead>
<tr>
<th>Band</th>
<th>Cpl</th>
<th>Klr</th>
<th>Grp</th>
<th>Dck</th>
<th>Ptt</th>
<th>FR</th>
<th>Her</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Judge</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Third Judge</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

11. Ranking DWI Judges Judges in Bernalillo County in New Mexico were ranked for their DWI conviction rates and their recidivism rates, where recidivism refers to a subsequent DWI arrest for a person previously charged with DWI. The results for judges Gentry, Ashanti, Niemczyk, Baca, Clinton, Gomez, Barnhart, Walton, Nakamura, Kavanaugh, Brown, and Barela are shown below (based on data from Steven Flint of the DWI Resource Center). Test for a correlation between conviction rate and recidivism rate. Do conviction rates appear to be related to recidivism rates?

| Conviction | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| Recidivism | 6 | 2 | 10 | 4 | 12 | 9 | 8 | 7 | 1 | 5 | 3 | 11 |

12. Plasma TVs Consumer Reports magazine tested large plasma TVs. The table below shows the rankings of TVs by overall quality score and cost. High values are given low ranks, so the TV with a quality rank of 1 is the TV with the highest quality score, and a TV given a cost rank of 1 is the most expensive TV. Test for a correlation. Based on these results, can you expect to get higher quality by purchasing a more expensive plasma TV?

| Quality | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Cost | 2 | 3 | 6 | 1 | 10 | 4 | 9 | 5 | 8 | 1 |

13. LCD TVs Consumer Reports magazine tested LCD televisions. The table below shows the overall quality score and cost in hundreds of dollars. Test for a correlation. Based on these results, can you expect to get higher quality by purchasing a more expensive LCD television?

| Quality | 74 | 71 | 68 | 65 | 63 | 62 | 59 | 57 | 53 | 51 |
| Cost | 27 | 30 | 38 | 23 | 20 | 13 | 27 | 23 | 14 | 13 | 20 |

14. Paint Consumer Reports magazine tested paints. The table below shows the overall quality score and cost in dollars per gallon. Test for a correlation. Based on these results, do you get better quality paint by paying more?

| Quality | 90 | 87 | 87 | 86 | 86 | 86 | 82 | 81 | 78 | 62 | 61 | 59 | 23 |
| Cost | 27 | 32 | 34 | 30 | 20 | 19 | 19 | 19 | 16 | 15 | 39 | 24 | 25 | 15 |

15. Measuring Seals from Photos Listed below are the overhead widths (in cm) of seals measured from photographs and the weights of the seals (in kg). The data are based on “Mass Estimation of Weddell Seals Using Techniques of Photogrammetry,” by R. Garrott of Montana State University. The purpose of the study was to determine if weights of seals could be determined from overhead photographs. Is there sufficient evidence to conclude that there is a correlation between overhead widths of seals from photographs and the weights of the seals?

| Overhead Width | 7.2 | 7.4 | 9.8 | 9.4 | 8.8 | 8.4 |
| Weight | 116 | 154 | 245 | 202 | 200 | 191 |

16. Crickets and Temperature The association between the temperature and the number of times a cricket chirps in 1 min was studied. Listed below are the numbers of chirps in 1 min and the corresponding temperatures in degrees Fahrenheit (based on data from The Song of Insects by George W. Pierce, Harvard University Press). Is there sufficient evidence to conclude that there is a relationship between the number of chirps in 1 min and the temperature?
13-7 Runs Test for Randomness

**Key Concept** In this section we introduce the runs test for randomness, which can be used to determine whether the sample data in a sequence are in a random order. This test is based on sample data that have two characteristics, and it analyzes runs of those characteristics to determine whether the runs appear to result from some random process, or whether the runs suggest that the order of the data is not random.

**(DEFINITION)**

A run is a sequence of data having the same characteristic; the sequence is preceded and followed by data with a different characteristic or by no data at all.

The runs test uses the number of runs in a sequence of sample data to test for randomness in the order of the data.

**Fundamental Principle of the Runs Test**

The fundamental principle of the runs test can be briefly stated as follows:

*Reject randomness if the number of runs is very low or very high.*

- Example: The sequence of genders FFFFFMMMMMM is not random because it has only 2 runs, so the number of runs is very low.
- Example: The sequence of genders FMFMFMFMFM is not random because there are 10 runs, which is very high.

**CAUTION**

The runs test for randomness is based on the order in which the data occur; it is not based on the frequency of the data. For example, a sequence of 3 men and 20 women might appear to be random, but the issue of whether 3 men and 20 women constitute a biased sample (with disproportionately more women) is not addressed by the runs test.
Is the iPod Random Shuffle Really Random?

In *The Guardian*, Steven Levy wrote about an interview with Steve Jobs, CEO of Apple, in which he presented Jobs with this dilemma: “I have a situation with my iPod. The shuffle function just doesn’t seem random. Some artists come up way too much and some don’t come up at all.” According to Jeff Robbin, a head of the iTunes development team, “It is absolutely unequivocally random.” Mathematician John Allen Paulos said that “We often interpret and impose patterns on events that are random.” Levy goes on to state that when we think that the iPod shuffle is not random, the problem is in our perceptions. Our minds perceive patterns and trends that don’t really exist. We often hear runs of consecutive songs by the same artist and think that this is not random, but with true randomness, such consecutive runs are much more likely than we would expect.

The incorrect perception of nonrandomness caused Apple to introduce a “smart shuffle” feature in a new version of iTunes. This feature allows users to control multiple consecutive songs by the same artist. With this feature, consecutive runs by the same artist would be avoided. According to Steve Jobs, “We’re making it less random to make it feel more random.”

The exact criteria for determining whether a number of runs is very high or low are found in the box on the next page, which summarizes the key elements of the runs test for randomness. The procedure for the runs test for randomness is also summarized in Figure 13-6.

**Figure 13-6** Procedure for Runs Test for Randomness
Runs Test for Randomness

Objective
Apply the runs test for randomness to a sequence of sample data to test for randomness in the order of the data. Use the following null and alternative hypotheses.

\[ H_0: \text{The data are in a random sequence}. \]
\[ H_1: \text{The data are in a sequence that is not random}. \]

Notation
\[ n_1 = \text{number of elements in the sequence that have one particular characteristic}. \]
\[ n_2 = \text{number of elements in the sequence that have the other characteristic}. \]
\[ G = \text{number of runs}. \]

Requirements
1. The sample data are arranged according to some ordering scheme, such as the order in which the sample values were obtained.
2. Each data value can be categorized into one of two separate categories (such as male/female).

Test Statistic and Critical Values
For Small Samples and \( \alpha = 0.05 \): If \( n_1 \leq 20 \) and \( n_2 \leq 20 \) and the significance level is \( \alpha = 0.05 \), the test statistic and critical values are as follows:

Test statistic: \( G \)

Critical values: Use Table A-10.

Decision criterion: Reject randomness if the number of runs \( G \) is

\[ \cdot \text{less than or equal to the smaller critical value found in Table A-10}. \]
\[ \text{or} \quad \cdot \text{greater than or equal to the larger critical value found in Table A-10}. \]

For Large Samples or \( \alpha \neq 0.05 \): If \( n_1 > 20 \) or \( n_2 > 20 \) or \( \alpha \neq 0.05 \), the test statistic and critical values are as follows:

Test statistic:

\[ z = \frac{G - \mu_G}{\sigma_G} \]

where

\[ \mu_G = \frac{2n_1n_2}{n_1 + n_2} + 1 \]

and

\[ \sigma_G = \sqrt{\frac{2n_1n_2(2n_1n_2 - n_1 - n_2)}{(n_1 + n_2)(n_1 + n_2 - 1)}} \]

Critical values of \( z \): Use Table A-2.

Decision criterion: Reject randomness if the test statistic \( z \) is

\[ \cdot \text{less than or equal to the negative critical } z \text{ score (such as } -1.96} \]
\[ \text{or} \quad \cdot \text{greater than or equal to the positive critical } z \text{ score (such as } 1.96}. \]
Small Sample: Genders of Study Participants

Listed below are the genders of the first 15 subjects participating in the “Freshman 15” study with results listed in Data Set 3 in Appendix B. Use a 0.05 significance level to test for randomness in the sequence of genders.

\[ M M M M F M F F F F F M M F F \]

**Requirement Check**

1. The data are arranged in order.
2. Each data value is categorized into one of two separate categories (male/female).

The requirements are satisfied.

We will follow the procedure summarized in Figure 13-6. The sequence of two characteristics (male/female) has been identified. We must now find the values of \( n_1 \), \( n_2 \), and the number of runs \( G \). The sequence is shown below with spacing used to better identify the separate runs.

\[
\begin{array}{cccccc}
M & M & M & M & F & M \\
1st run & 2nd run & 3rd run & 4th run & 5th run & 6th run \\
F & M & F & F & F & F \\
\end{array}
\]

We can see that there are 7 males and 8 females, and the number of runs is 6. We therefore have

\[
\begin{align*}
    n_1 &= \text{total number of males} = 7 \\
    n_2 &= \text{total number of females} = 8 \\
    G &= \text{number of runs} = 6
\end{align*}
\]

Because \( n_1 \leq 20 \) and \( n_2 \leq 20 \) and \( \alpha = 0.05 \), the test statistic is \( G = 6 \) (the number of runs), and we refer to Table A-10 to find the critical values of 4 and 13. Because \( G = 6 \) is neither less than or equal to the critical value of 4, nor is it greater than or equal to the critical value of 13, we do not reject randomness. There is not sufficient evidence to reject randomness in the sequence of genders. It appears that the sequence of genders is random.

**Numerical Data: Randomness Above and Below the Mean or Median**

In Example 1 we tested for randomness in the sequence of data that clearly fit into two categories. We can also test for randomness in the way numerical data fluctuate above or below a mean or median. To test for randomness above and below the median, for example, use the sample data to find the value of the median, then replace each individual value with the letter A if it is above the median, and replace it with B if it is below the median. Delete any values that are equal to the median. It is helpful to write the As and Bs directly above or below the numbers they represent because this makes checking easier and also reduces the chance of having the wrong number of letters. After finding the sequence of A and B letters, we can proceed to apply the runs test as described earlier. Economists use the runs test for randomness above and below the median to identify trends or cycles. An upward economic trend would contain a predominance of Bs at the beginning and As at the end, so the number of runs would be small. A downward trend would have As dominating at the beginning and Bs at the end, with a low number of runs. A cyclical pattern would yield a sequence that systematically changes, so the number of runs would tend to be large.

**Sports Hot Streaks**

It is a common belief that athletes often have “hot streaks”—that is, brief periods of extraordinary success. Stanford University psychologist Amos Tversky and other researchers used statistics to analyze the thousands of shots taken by the Philadelphia 76ers for one full season and half of another. They found that the number of “hot streaks” was no different than you would expect from random trials with the outcome of each trial independent of any preceding results. That is, the probability of a hit doesn’t depend on the preceding hit or miss.
Example 2: Randomness Above and Below the Median

Listed below is the sequence of annual motor vehicle deaths in the U.S. over a consecutive ten-year period (latest data available as of this writing). Use a 0.05 significance level to test for randomness above and below the median. What does the result suggest about motor vehicle deaths?

42,065 42,013 41,501 41,717 41,945 42,196 43,005 42,884 42,836 43,443

B B B B A A A A A

Solution

Requirement Check

(1) The data are arranged in order.
(2) Each data value is categorized into one of two separate categories (below the median or above the median). The requirements are satisfied.

The median of the listed sample values is 42,130.5. We denote a value below the median of 42,130.5 by B (below) and we denote a value above the median by A (above). If there had been any values equal to the median of 42,130.5, they would have been deleted. The sequence of Bs and As is shown below the sample values. That sequence has 5 Bs, so \( n_1 = 5 \). The sequence has 5 As, so \( n_2 = 5 \). There are 2 runs, so \( G = 2 \).

Because \( n_1 \leq 20 \) and \( n_2 \leq 20 \) and \( \alpha = 0.05 \), the test statistic is \( G = 2 \) (the number of runs), and we refer to Table A-10 to find the critical values of 2 and 10. Because \( G = 2 \) is less than or equal to the critical value of 2, we reject the null hypothesis of randomness. Because all of the values below the median are in the beginning of the sequence and all of the values above the median are at the end of the sequence, it appears that there is an upward trend in the numbers of motor vehicle deaths.

Example 3: Large Sample: Global Warming

Listed below are the global mean temperatures (in °C) of the earth’s surface (based on data from the Goddard Institute for Space Studies). The temperatures each represent one year, and they are listed in order by row. Use a 0.05 significance level to test for randomness above and below the mean. What does the result suggest about the earth’s temperature?

14.41 14.56 14.70 14.64 14.60 14.77

Solution

Requirement Check

(1) The data are arranged in order.
(2) Each data value is categorized into one of two separate categories (below the mean or above the mean). The requirements are satisfied.

The null and alternative hypotheses are as follows:

- \( H_0 \): The sequence is random.
- \( H_1 \): The sequence is not random.

continued
The mean of the 126 temperatures is 13.998°C. The test statistic is obtained by first finding the number of temperatures below the mean and the number of temperatures above the mean. Examination of the sequence results in these values:

\[
\begin{align*}
    n_1 &= \text{number of temperatures below the mean} = 68 \\
    n_2 &= \text{number of temperatures above the mean} = 58 \\
    G &= \text{number of runs} = 32
\end{align*}
\]

Since \( n_1 > 20 \), we need to calculate the test statistic \( z \). We must first evaluate \( \mu_G \) and \( \sigma_G \) as follows:

\[
\begin{align*}
    \mu_G &= \frac{2n_1 n_2}{n_1 + n_2} + 1 = \frac{2(68)(58)}{68 + 58} + 1 = 63.6032 \\
    \sigma_G &= \sqrt{\frac{(2n_1 n_2)(2n_1 n_2 - n_1 - n_2)}{(n_1 + n_2)^2(n_1 + n_2 - 1)}} \\
    &= \sqrt{\frac{(2)(68)(58)[2(68)(58) - 68 - 58]}{(68 + 58)^2(68 + 58 - 1)}} = 5.55450
\end{align*}
\]

We now find the test statistic:

\[
    z = \frac{G - \mu_G}{\sigma_G} = \frac{32 - 63.6032}{5.55450} = -5.69
\]

Because the significance level is \( \alpha = 0.05 \) and we have a two tailed test, the critical values are \( z = -1.96 \) and \( z = 1.96 \). The test statistic of \( z = -5.69 \) falls within the critical region, so we reject the null hypothesis of randomness. The given sequence does not appear to be random.

**Interpretation**

This hypothesis test shows that the sequence of global temperatures over the past 126 years is not random. The accompanying Minitab graph shows that there is an upward trend. Claims of global warming appear to be supported by the data.

**Minitab**

![Minitab graph showing upward trend in global temperatures](image)
13-7 Basic Skills and Concepts

Statistical Literacy and Critical Thinking

1. Testing for Bias The last 103 baseball seasons (as of this writing) ended with 61 World Series wins by American League teams, compared to 42 wins by National League teams. Can the runs test be used to show that the American League is better because disproportionately more World Series contests are won by American League teams?

2. Notation Listed below are the genders of the first 25 subjects listed in Data Set 3 in Appendix B. Use that sequence to identify the values of \( n_1, n_2, \) and \( G \) that would be used in the runs test for randomness.

\[
M M M M M M M M M M M M F F M F M M M M M M M M M M F M F M M M
\]

3. Runs Test If the runs test is used with the sequence of genders of all 107 subjects listed in Data Set 3 in Appendix B, we fail to reject the null hypothesis that the sequence is random. Does it follow that the subjects have been selected in a way that is suitable for statistical purposes?

4. Sequential Data If results from the 107 subjects listed in Data Set 3 in Appendix B are rearranged so that all of the males are placed at the beginning of the list and all of the females are placed at the end of the list, can the runs test be used to determine whether the genders of the subjects are in a random order?

Using the Runs Test for Randomness. In Exercises 5–10, use the runs test with a significance level of \( \alpha = 0.05 \). (All data are listed in order by row.)

5. Oscar Winners Listed below are the genders of the younger winner in the categories of Best Actor and Best Actress for recent and consecutive years. Do the genders of the younger winners appear to occur randomly?

\[
F F F F M M F F F F F F F F M M M M M M M M M M
\]

6. Cell Phone Subscriptions Listed below are the numbers of cell phone subscriptions (in thousands) in the United States for 11 recent years. Shown below the numbers are letters indicating whether the number is below (B) the mean or above (A) the mean, which is 63,526.2 thousand. Test for randomness of the numbers below and above the mean. Does there appear to be a trend?

<table>
<thead>
<tr>
<th>Year</th>
<th>1985</th>
<th>1987</th>
<th>1989</th>
<th>1991</th>
<th>1993</th>
<th>1995</th>
<th>1997</th>
<th>1999</th>
<th>2001</th>
<th>2003</th>
<th>2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>340</td>
<td>1231</td>
<td>3509</td>
<td>7557</td>
<td>16,009</td>
<td>33,786</td>
<td>55,312</td>
<td>86,047</td>
<td>128,375</td>
<td>158,722</td>
<td>207,900</td>
</tr>
<tr>
<td></td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
</tbody>
</table>
7. Testing for Randomness of Presidential Election Winners
The political parties of the winning candidates for a recent sequence of presidential elections are listed below. D denotes Democratic party and R denotes Republican party. Does it appear that we elect Democrat and Republican candidates in a random sequence?

RR DR D R DR R R DR D R DR R R DR D DR R DR DR R R DR D DR

8. Odd and Even Digits in Pi
A New York Times article about the calculation of decimal places of \( \pi \) noted that “mathematicians are pretty sure that the digits of \( \pi \) are indistinguishable from any random sequence.” Given below are the first 30 decimal places of \( \pi \). Test for randomness of odd (O) and even (E) digits.

1 4 1 5 9 2 6 5 3 5 8 9 7 9 3 2 3 8 4 6 2 6 4 3 3 2 7 9

9. Draft Lottery
In 1970, a lottery was used to determine who would be drafted into the U.S. Army. The 366 dates in the year were placed in individual capsules, they were mixed, then capsules were selected to identify birth dates of men to be drafted first. The first 30 results are listed below. Test for randomness before and after the middle of the year, which is July 1.


10. Temperatures
Listed below are the high temperatures (in °F) near the author’s home on consecutive days beginning with September 1 of a recent year (from Data Set 11 in Appendix B). The mean of these high temperatures is 73.8°F. Test for randomness above and below the mean.

80 77 81 85 73 73 80 72 83 81 75 78 80 71 73 78 75 63
63 70 77 82 81 76 77 76 74 66 66 62 71 68 66 71 58

Runs Test with Large Samples.

In Exercises 11–14, use the runs test with a significance level of \( \alpha = 0.05 \). (All data are listed in order by row.)

11. Testing for Randomness of Super Bowl Victories
Listed below are the conference designations of teams that won the Super Bowl, where N denotes a team from the NFC and A denotes a team from the AFC. Do the results suggest that either conference is superior?

N N A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A
15. Finding Critical Values

a. Using all of the elements A, A, A, B, B, B, B, B, B, list the 84 different possible sequences.

b. Find the number of runs for each of the 84 sequences.

c. Use the results from parts (a) and (b) to find your own critical values for $G$.

d. Compare your results to those given in Table A-10.

Review

This chapter introduced six different nonparametric tests, which are also called distribution-free tests because they do not require that the populations have a particular distribution, such as a normal distribution. Nonparametric tests are not as efficient as parametric tests, so we generally need stronger evidence before we reject a null hypothesis.

Table 13-10 lists the nonparametric tests presented in this chapter, along with their functions. The table also lists the corresponding parametric tests.

<table>
<thead>
<tr>
<th>Nonparametric Test</th>
<th>Function</th>
<th>Parametric Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sign test (Section 13-2)</td>
<td>Test for claimed value of median with one sample</td>
<td>$z$ test or $t$ test (Sections 8-4, 8-5)</td>
</tr>
<tr>
<td></td>
<td>Test for differences between matched pairs</td>
<td>$t$ test (Section 9-4)</td>
</tr>
<tr>
<td></td>
<td>Test for claimed value of a proportion</td>
<td>$z$ test (Section 8-3)</td>
</tr>
<tr>
<td>Wilcoxon signed-ranks test (Section 13-3)</td>
<td>Test for differences between matched pairs</td>
<td>$t$ test (Section 9-4)</td>
</tr>
<tr>
<td>Wilcoxon rank-sum test (Section 13-4)</td>
<td>Test for difference between two independent samples</td>
<td>$t$ test or $z$ test (Section 9-3)</td>
</tr>
<tr>
<td>Kruskal-Wallis test (Section 13-5)</td>
<td>Test that more than two independent populations have the same median</td>
<td>Analysis of variance (Section 12-2)</td>
</tr>
<tr>
<td>Rank correlation (Section 13-6)</td>
<td>Test for relationship between two variables</td>
<td>Linear correlation (Section 10-2)</td>
</tr>
<tr>
<td>Runs test (Section 13-7)</td>
<td>Test for randomness of sample data</td>
<td>No parametric test</td>
</tr>
</tbody>
</table>

Statistical Literacy and Critical Thinking

1. Nonparametric Test What is a nonparametric test? What is a parametric test?

2. Distribution-Free Test What is the difference between a nonparametric test and a distribution-free test?

3. Rank Many nonparametric tests are based on ranks. What is a rank? What are the ranks of the following lengths (in hr) of NASA Space Shuttle Transport System flights (from Data Set 10 in Appendix B): 54, 54, 192, 169, 122?

4. Efficiency Nonparametric tests are typically not as efficient as a corresponding parametric test, provided the necessary requirements are satisfied. What does the efficiency measure? If nonparametric tests are less efficient than parametric tests, why should we use them?
Chapter Quick Quiz

1. Some nonparametric methods are based on the ranks of sample data. Find the ranks corresponding to these sample values: 77, 65, 88, 88, 95.

2. What is the purpose of the runs test for randomness?

3. Identify an advantage of using rank correlation instead of linear correlation.

4. What does it mean when we say that a nonparametric test is less efficient when compared to a corresponding parametric method?

5. Which of the following terms is sometimes used instead of “nonparametric” test: normality test; abnormality test; distribution-free test; last testament?

6. True or false: A major advantage of using rank correlation is that it can detect any pattern of the points, even if the pattern is not that of a straight line.

7. Given the following configurations of sample data, identify the one that cannot be used with the sign test: matched pairs; four independent samples; data at the nominal level of measurement.

8. Given the following configurations of sample data, identify the one that can be used with the Wilcoxon rank-sum test: one sample of individual values; two independent samples; four independent samples; matched pairs.

9. Given the following configurations of sample data, identify the one that can be used with the Wilcoxon signed-ranks test: one sample of individual values; two independent samples; four independent samples; matched pairs.

10. Given the following configurations of sample data, identify the one that can be used with the Kruskal-Wallis test: one sample of individual values; two independent samples; four independent samples; matched pairs.

Review Exercises

Using Nonparametric Tests. In Exercises 1–10, use a 0.05 significance level with the indicated test. If no particular test is specified, use the appropriate nonparametric test from this chapter.

1. World Series The last 103 baseball seasons (as of this writing) ended with 61 World Series wins by American League teams, compared to 42 wins by National League teams. Use the sign test with a 0.05 significance level to test the claim that in each World Series, the American League team has a 0.5 probability of winning.

2. Body Temperatures Listed below are measured body temperatures (in °F) of randomly selected subjects (from Data Set 2 in Appendix B). Use the sign test with a 0.05 significance level to test the claim that body temperatures have a median equal to 98.6°F.

   98.0 98.0 97.0 97.7 98.2 98.4 96.5 98.8 97.4 98.6


4. Randomness Refer to the body temperatures listed in Exercise 2. Use only the decimal parts of the temperatures (0, 0, 0, 7, and so on) to test the claim that the sequence of odd and even digits is random.

5. Student and U.S. News and World Report Rankings of Colleges Each year, U.S. News and World Report publishes rankings of colleges based on statistics such as admission rates, graduation rates, class size, faculty–student ratio, faculty salaries, and peer ratings of administrators. Economists Christopher Avery, Mark Glickman, Caroline Minter Hoxby, and Andrew Metrick took an alternative approach of analyzing the college choices of 3240 high-achieving school seniors. They examined the colleges that offered admission along with the colleges that the students chose to attend. The table below lists rankings for a small sample of colleges. Find the value of the rank correlation coefficient and use it to determine whether there is a correlation between the student rankings and the rankings of the magazine.
6. **Weather Forecasts** Listed below are actual high temperatures and the high temperatures forecast five days in advance (based on Data Set 11 in Appendix B). Use a 0.05 significance level with the sign test to test the claim that the population of differences has a median of zero. What do the results suggest about the accuracy of the forecasts?

<table>
<thead>
<tr>
<th>Actual high temperature</th>
<th>78</th>
<th>80</th>
<th>73</th>
<th>78</th>
<th>75</th>
<th>63</th>
<th>63</th>
<th>70</th>
<th>77</th>
</tr>
</thead>
<tbody>
<tr>
<td>High temperature forecast five days earlier</td>
<td>79</td>
<td>74</td>
<td>76</td>
<td>78</td>
<td>75</td>
<td>77</td>
<td>71</td>
<td>74</td>
<td></td>
</tr>
</tbody>
</table>

7. **Weather Forecasts** Repeat the preceding exercise using the Wilcoxon signed-ranks test.

8. **Femur Injury in a Car Crash** Listed below are measured loads (in lb) on the right femur of crash test dummies. (The data are from the same cars used in the Chapter Problem for Chapter 12.) Test the claim that the different car categories have the same median. Do these data suggest that larger cars are safer?

| Small Cars | 63  | 1001 | 1261 | 1048 | 307  | 925  | 491  | 917  | 750  | 1008 |
| Medium Cars | 257 | 905  | 756  | 547  | 461  | 787  | 677  | 1023 | 1444 | 632  |
| Large Cars  | 752 | 669  | 740  | 1202 | 669  | 1290 | 554  | 683  | 1023 | 786  |

9. **Falling Temperatures** Listed below are low temperatures (in °F) from the first half of September and the second half of September (from Data Set 11 in Appendix B). Use the Wilcoxon rank-sum test to test the claim that temperatures in the first half of September and temperatures in the second half of September have the same median. The region near the author’s home where the temperatures were recorded is known to become cooler as the fall season progresses. Do the sample data support that trend?

<table>
<thead>
<tr>
<th>September 1–15</th>
<th>54</th>
<th>54</th>
<th>55</th>
<th>60</th>
<th>64</th>
<th>51</th>
<th>59</th>
<th>61</th>
<th>68</th>
<th>62</th>
<th>53</th>
<th>56</th>
<th>56</th>
<th>54</th>
</tr>
</thead>
<tbody>
<tr>
<td>September 16–30</td>
<td>64</td>
<td>62</td>
<td>55</td>
<td>48</td>
<td>40</td>
<td>47</td>
<td>49</td>
<td>53</td>
<td>51</td>
<td>54</td>
<td>58</td>
<td>48</td>
<td>61</td>
<td>57</td>
</tr>
</tbody>
</table>

10. **Temperatures and Randomness** Refer to the temperatures listed in Exercise 9 and consider them to be one consecutive sequence of 30 temperatures. Test for randomness of even and odd temperatures.

---

In Exercises 1–5, use the data in the table below, which are cholesterol levels (in mg per dL of blood) and corresponding weights (in lb) for randomly selected adult women from Data Set 1 in Appendix B.

<table>
<thead>
<tr>
<th>Cholesterol (mg)</th>
<th>264</th>
<th>181</th>
<th>267</th>
<th>384</th>
<th>98</th>
<th>62</th>
<th>126</th>
<th>89</th>
<th>531</th>
<th>130</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (lb)</td>
<td>114.8</td>
<td>149.3</td>
<td>107.8</td>
<td>160.1</td>
<td>127.1</td>
<td>123.1</td>
<td>111.7</td>
<td>156.3</td>
<td>218.8</td>
<td>110.2</td>
</tr>
</tbody>
</table>

1. **Finding Statistics** Find the mean, median, range, standard deviation, and variance of the cholesterol levels. Given that the cholesterol levels are in mg, express the results using the appropriate units.

2. **Scatterplot** Construct a scatterplot of the paired cholesterol/weight data.

3. **Linear Correlation** Use a 0.05 significance level to test for a linear correlation between cholesterol level and weight.

4. **Regression** Find the equation of the regression line for the cholesterol/weight data. What is the best predicted weight of a woman with a cholesterol level of 100 mg?

5. **Rank Correlation** Use a 0.05 significance level with rank correlation to test for a correlation between cholesterol level and weight.

In Exercises 6–9, use the Flesch-Kincaid Grade Level measurements from randomly selected pages in Tom Clancy’s *The Bear and the Dragon*, J. K. Rowling’s *Harry Potter and the Sorcerer’s Stone*, and Leo Tolstoy’s *War and Peace*. Those measurements reflect the reading level of the sampled text.
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6. **ANOVA** Use a 0.05 significance level with analysis of variance to test the claim that the three books have the same mean Flesch-Kincaid Grade Level. Do the three books appear to be written with the same reading level?

7. **Kruskal-Wallis Test** Use a 0.05 significance level with the Kruskal-Wallis test to test the claim that the samples of Flesch-Kincaid Grade Level measurements are from books with the same median reading level.

8. **t Test** Use a 0.05 significance level with a t test to test the claim that the samples of Flesch-Kincaid Grade Level scores from Clancy and Rowling have the same mean.

9. **Wilcoxon Rank-Sum Test** Use a 0.05 significance level with the Wilcoxon rank-sum test to test the claim that the samples of Flesch-Kincaid Grade Level scores from Clancy and Rowling are from populations having the same median.

10. **Cell Phones and Crashes: Analyzing Newspaper Report** In an article from the Associated Press, it was reported that researchers “randomly selected 100 New York motorists who had been in an accident and 100 who had not been in an accident. Of those in accidents, 13.7 percent owned a cellular phone, while just 10.6 percent of the accident-free drivers had a phone in the car.” What is wrong with these results?

**Technology Project**

Past attempts to identify or contact extraterrestrial intelligent life have involved efforts to send radio messages carrying information about us earthlings. Dr. Frank Drake of Cornell University developed such a radio message that could be transmitted as a series of pulses and gaps. The pulses and gaps can be thought of as 1s and 0s. Listed below is a message consisting of 77 0s and 1s. If we factor 77 into the prime numbers of 7 and 11 and then make an 11 × 7 grid and put a dot at those positions corresponding to a pulse or 1, we can get a simple picture of something. Assume that the sequence of 77 1s and 0s is sent as a radio message that is intercepted by extraterrestrial life with enough intelligence to have studied this book. If the radio message is tested using the methods of this chapter, will the sequence appear to be “random noise” or will it be identified as a pattern that is not random? Also, construct the image represented by the digits and identify it.

```
0 0 1 1 1 1 0 0 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0
1 1 1 1 1 1 1 0 0 1 1 1 0 0 0 0 1 1 1 0 0
0 0 1 1 1 1 0 0 0 1 0 0 0 1 0 1 0 0 0 0 1 0
1 0 0 0 0 1 0 1 0 0 0 0 1 0
```

**INTERNET PROJECT Nonparametric Tests**


This chapter introduced hypothesis-testing methods of the nonparametric or distribution-free variety. Nonparametric methods allow you to test hypotheses without making assumptions regarding the underlying distribution of the population being sampled.

In the Internet Project you will apply nonparametric tests to a new set of data as well as to data analyzed in earlier projects. Further, you will examine random number sequences that arise both theoretically and in the sciences.
Open the Applets folder on the CD and double-click on Start. Select the menu item of Random numbers. Generate 50 random numbers between 0 and 1 inclusive.

Apply the runs test for randomness to the results. What can you conclude?

Critical Thinking: Was the draft lottery random?

In 1970, a lottery was used to determine who would be drafted into the U.S. Army. The 366 dates in the year were placed in individual capsules. First, the 31 January capsules were placed in a box; then the 29 February capsules were added and the two months were mixed. Then the 31 March capsules were added and the three months were mixed. This process continued until all months were included. The first capsule selected was September 14, so men born on that date were drafted first. The accompanying list shows the 366 dates in the order of selection.

Analyzing the Results

a. Use the runs test to test the sequence for randomness above and below the median of 183.5.

b. Use the Kruskal-Wallis test to test the claim that the 12 months had priority numbers drawn from the same population.

c. Calculate the 12 monthly means. Then plot those 12 means on a graph. (The horizontal scale lists the 12 months, and the vertical scale ranges from 100 to 260.) Note any pattern suggesting that the original priority numbers were not randomly selected.

d. Based on the results from parts (a), (b), and (c), decide whether this particular draft lottery was fair. Write a statement explaining why you believe that it was or was not fair. If you decided that this lottery was unfair, describe a process for selecting lottery numbers that would have been fair.

FROM DATA TO DECISION

In 1970, a lottery was used to determine who would be drafted into the U.S. Army. The 366 dates in the year were placed in individual capsules. First, the 31 January capsules were placed in a box; then the 29 February capsules were added and the two months were mixed. Then the 31 March capsules were added and the three months were mixed. This process continued until all months were included. The first capsule selected was September 14, so men born on that date were drafted first. The accompanying list shows the 366 dates in the order of selection.

1. In-class activity Use the existing seating arrangement in your class and apply the runs test to determine whether the students are arranged randomly according to gender. After recording the seating arrangement, analysis can be done in subgroups of three or four students.
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2. In-class activity Divide into groups of 8 to 12 people. For each group member, measure his or her height and measure his or her arm span. For the arm span, the subject should stand with arms extended, like the wings on an airplane. It’s easy to mark the height and arm span on a chalkboard, then measure the distances there. Divide the following tasks among subgroups of three or four people.

a. Use rank correlation with the paired sample data to determine whether there is a correlation between height and arm span.

b. Use the sign test to test for a difference between the two variables.

c. Use the Wilcoxon signed-ranks test to test for a difference between the two variables.

3. In-class activity Do Activity 2 using pulse rate instead of arm span. Measure pulse rates by counting the number of heartbeats in 1 min.

4. Out-of-class activity Divide into groups of three or four students. Investigate the relationship between two variables by collecting your own paired sample data and using the methods of Section 13-6 to determine whether there is a correlation. Suggested topics:

• Is there a relationship between taste and cost of different brands of chocolate chip cookies (or colas)? (Taste can be measured on some number scale, such as 1 to 10.)

• Is there a relationship between salaries of professional baseball (or basketball or football) players and their season achievements?

• Rates versus weights: Is there a relationship between car fuel-consumption rates and car weights?

• Is there a relationship between the lengths of men’s (or women’s) feet and their heights?

• Is there a relationship between student grade point averages and the amount of television watched?

• Is there a relationship between heights of fathers (or mothers) and heights of their first sons (or daughters)?

5. Out-of-class activity See this chapter’s “From Data to Decision” project, which involves analysis of the 1970 lottery used for drafting men into the U.S. Army. Because the 1970 results raised concerns about the randomness of selecting draft priority numbers, design a new procedure for generating the 366 priority numbers. Use your procedure to generate the 366 numbers and test your results using the techniques suggested in parts (a), (b), and (c) of the “From Data to Decision” project. How do your results compare to those obtained in 1970? Does your random selection process appear to be better than the one used in 1970? Write a report that clearly describes the process you designed. Also include your analyses and conclusions.

6. Out-of-class activity Divide into groups of three or four. Survey students by asking them to identify their major and gender. For each surveyed subject, determine the accuracy of the time on his or her wristwatch. First set your own watch to the correct time using an accurate and reliable source (“At the tone, the time is . . .”). For watches that are ahead of the correct time, record positive times. For watches that are behind the correct time, record negative times. Use the sample data to address these questions:

• Do the errors appear to be the same for both genders?

• Do the errors appear to be the same for the different majors?

7. In-class activity Divide into groups of 8 to 12 people. For each group member, measure the person’s height and also measure his or her navel height, which is the height from the floor to the navel. Use the rank correlation coefficient to determine whether there is a correlation between height and navel height.

8. In-class activity Divide into groups of three or four people. Appendix B includes many data sets not yet addressed by the methods of this chapter. Search Appendix B for variables of interest, then investigate using appropriate methods of nonparametric statistics. State your conclusions and try to identify practical applications.

9. Out-of-class activity Divide into groups of three or four, with at least one member of each group having an iPod. Establish two categories of songs, such as those by males or females, then test the sequence of iPod songs for randomness.
Given below are specific comments about the sections in this chapter.

**13-2 Sign Test**
StatCrunch deals only with data in a single column. You can conduct a hypothesis test about the median of a single population, or you can construct a confidence interval. Here is how to work with the other two cases described in Section 13-2:

- Matched pairs: Find the differences and enter them as the single column.
- Nominal data with two categories: Enter the data in a single column as 1s and 0s.

In StatCrunch, click on Stat, click on Nonparametrics, then select Sign Test. Select the column containing the sample data, then click Next for a hypothesis test or confidence interval. Click on Calculate to see your results. For a hypothesis test, results include a P-value that can be used for making a conclusion about the claim being tested.

**13-3 Wilcoxon Signed-Ranks Test for Matched Pairs**
StatCrunch requires that you convert the matched pairs to a single column of signed ranks, as shown in Steps 1, 2, and 3 on page 675. (StatCrunch can rank a column of data; click on Data, then select Rank columns.) After getting a single column of signed ranks, click on Stat, click on Nonparametrics, then select Wilcoxon Signed Ranks. Select the column with the signed ranks, then click Next for a hypothesis test or confidence interval. Click on Calculate to see your results. For a hypothesis test, results include a P-value that can be used for making a conclusion about the claim being tested.

**13-4 Wilcoxon Rank-Sum Test**
Enter or open two columns of independent data. Click on Stat, click on Nonparametrics, then select Mann-Whitney. (The Wilcoxon rank-sum test is equivalent to the Mann-Whitney test.) Select the two columns to be used, then click Next for a hypothesis test or confidence interval. Click on Calculate to see your results. For a hypothesis test, results include a P-value that can be used for making a conclusion about the claim being tested.

**13-5 Kruskal-Wallis Test**
Enter or open three or more columns of independent data. Click on Stat, click on Nonparametrics, then select Kruskal-Wallis. Use the format of Compare selected columns and proceed to select the columns to be used, then click on Calculate to see your results. The results include a P-value that can be used for making a conclusion about the claim being tested. The test statistic is adjusted for ties (see Exercise 13 in Section 13-6), so it may be different from the test statistic calculated using the methods of Section 13-6.

**13-6 Rank Correlation**
To conduct a rank correlation test (Section 13-6), convert both columns to ranks using Data and Rank columns. Click on Stat, click on Regression, then select Simple Linear. Because ranks are used, the value given for the correlation coefficient R is actually the rank correlation coefficient, but do not use the P-value because it is calculated using a distribution suitable for linear correlation, not the distribution required for Spearman’s rank correlation coefficient.

**13-7 Runs Test for Randomness**
StatCrunch does not include the runs test for randomness.

**Projects**
Use StatCrunch for the following exercises from this chapter.
1. Section 13-2, Exercise 12
2. Section 13-2, Exercise 16
3. Section 13-2, Exercise 18
4. Section 13-3, Exercise 6
5. Section 13-4, Exercise 10
6. Section 13-5, Exercise 12
7. Section 13-6, Exercise 18
14-1 Review and Preview
14-2 Control Charts for Variation and Mean
14-3 Control Charts for Attributes

Statistical Process Control
Principles of statistical process control are routinely used by businesses to monitor the quality of the goods they produce and the services they provide. This chapter will include some of the typical business applications, but in this Chapter Problem we consider the process of monitoring temperatures of the earth. Table 14-1 lists the global mean temperature (in °C) of the earth for each year from 1880, with projections used for the last four years. Table 14-1 is arranged so that the temperatures for each decade are listed in order in a separate row. For example, the temperatures for 1880, 1881, and 1882 are 13.88, 13.88, and 14.00, respectively. The last two columns show the mean for each decade and the range for each decade.

### Table 14-1 Annual Temperatures (°C) of the Earth

<table>
<thead>
<tr>
<th>Decade</th>
<th>Temperature 1880s</th>
<th>Temperature 1890s</th>
<th>Temperature 1900s</th>
<th>Temperature 1910s</th>
<th>Temperature 1920s</th>
<th>Temperature 1930s</th>
<th>Temperature 1940s</th>
<th>Temperature 1950s</th>
<th>Temperature 1960s</th>
<th>Temperature 1970s</th>
<th>Temperature 1980s</th>
<th>Temperature 1990s</th>
<th>Temperature 2000s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900s</td>
<td>13.95</td>
<td>13.95</td>
<td>13.70</td>
<td>13.64</td>
<td>13.58</td>
<td>13.75</td>
<td>13.85</td>
<td>13.60</td>
<td>13.70</td>
<td>13.69</td>
<td>13.741</td>
<td>0.370</td>
<td></td>
</tr>
<tr>
<td>1960s</td>
<td>13.98</td>
<td>14.10</td>
<td>14.05</td>
<td>14.03</td>
<td>13.65</td>
<td>13.75</td>
<td>13.93</td>
<td>13.98</td>
<td>13.91</td>
<td>14.00</td>
<td>13.938</td>
<td>0.450</td>
<td></td>
</tr>
</tbody>
</table>

**CHAPTER PROBLEM**

*Global Warming: Is the earth’s temperature out of control?*

We will analyze the data in Table 14-1 as we would analyze any business process, such as the filling of cans of Coke, or the times required to repair defective iPods. By involving the issue of global warming, we emphasize that applications of statistical process control go beyond business statistics.

Many scientists believe that we are experiencing global warming caused by human activity, such as creating carbon dioxide by burning fossil fuels. Many others believe that there really is no global warming. We will see how methods of statistics can be used to monitor the earth’s temperature. Specifically, we will determine whether the earth’s temperature results from a process that is out of control, or whether the earth’s temperature is behaving as it should.
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14-1 Review and Preview

In Section 2-1 we noted that an important characteristic of data is a changing pattern over time. Some populations change over time so that values of parameters change. The main objective of this chapter is to learn how to construct and interpret control charts that can be used to monitor changing characteristics of data over time. That knowledge will better prepare us for work with businesses trying to improve the quality of their goods and services.

Minitab and other software packages include programs for automatically generating charts of the type discussed in this chapter, and we will include examples of such displays. Control charts are good examples of visual tools that allow us to see and understand some property of data that would be difficult or impossible to understand without graphs. The world needs more people who can construct and interpret graphs, such as the control charts described in this chapter.

14-2 Control Charts for Variation and Mean

Key Concept In this section we construct run charts, $R$ charts, and $\bar{x}$ charts so that we can monitor characteristics of data over time. We can use such charts to determine whether a process is statistically stable (or within statistical control).

The following definition formally describes the type of data that will be considered in this chapter.

**Definition**

**Process data** are data arranged according to some time sequence. They are measurements of a characteristic of goods or services that result from some combination of equipment, people, materials, methods, and conditions.

**Example 1** Earth’s Temperatures as Process Data  Table 14-1 includes process data consisting of the earth’s mean temperature for each year of the past 13 decades. Because the data in Table 14-1 are arranged according to the time at which they were selected, they are process data.

It is important to recognize this point:

**Characteristics of process data can change over time.**

Companies have gone bankrupt because they unknowingly allowed manufacturing processes to deteriorate without constant monitoring. They suffered from a failure to monitor process data.

**Run Charts**

There are various methods that can be used to monitor a process to ensure that desired characteristics don’t change—analysis of a *run chart* is one such method.
A run chart is a sequential plot of individual data values over time. One axis (usually the vertical axis) is used for the data values, and the other axis (usually the horizontal axis) is used for the time sequence.

Run Chart of Earth’s Temperatures
Treating the 130 mean temperatures of the earth in Table 14-1 as a string of consecutive measurements, construct a run chart using a vertical axis for the temperatures and a horizontal axis to identify the chronological order of the sample data, beginning with the first year of 1880.

Figure 14-1 is the Minitab-generated run chart for the data in Table 14-1. The vertical scale ranges from 13.0 to 15.0 to accommodate the minimum and maximum temperature values of 13.44°C and 14.77°C, respectively. The horizontal scale is designed to include the 130 values arranged in sequence by year. The first point represents the first value of 13.88°C, and so on.

In Figure 14-1, the horizontal scale identifies the sample number, so the number 20 indicates the 20th temperature. The vertical scale represents the temperature of the earth. Now examine Figure 14-1 and try to identify any patterns. From Figure 14-1 we see that as time progresses from left to right, the heights of the points appear to increase in value. If this pattern continues, rising temperatures will cause melting of large ice formations and widespread flooding, as well as substantial climate changes. Figure 14-1 is evidence of global warming, which threatens us in many different ways.

A process is statistically stable (or within statistical control) if it has only natural variation, with no patterns, cycles, or unusual points.

Interpreting Run Charts
Only when a process is statistically stable can its data be treated as if they came from a population with a constant mean, standard deviation,
Costly Assignable Variation

The Mars Climate Orbiter was launched by NASA and sent to Mars, but it was destroyed when it flew too close to its destination planet. The loss was estimated at $125 million. The cause of the crash was found to be confusion between the use of units used for calculations. Acceleration data were provided in the English units of pounds of force, but the Jet Propulsion Laboratory assumed that those units were in metric “newtons” instead of pounds. The thrusters of the spacecraft subsequently provided wrong amounts of force in adjusting the position of the spacecraft. The errors caused by the discrepancy were fairly small at first, but the cumulative error over months of the spacecraft’s journey proved to be fatal to its success.

In 1962, the rocket carrying the Mariner 1 satellite was destroyed by ground controllers when it went off course due to a missing minus sign in a computer program.

Figure 14-2 Processes That Are Not Statistically Stable

distribution, and other characteristics. Figure 14-2 consists of run charts illustrating typical patterns showing ways in which the process of filling 12-oz cola cans may not be statistically stable.

- **Figure 14-2(a):** There is an obvious upward trend that corresponds to values that are increasing over time. If the filling process were to follow this type of pattern, the cans would be filled with more and more cola until they began to overflow, eventually leaving the employees swimming in cola.

- **Figure 14-2(b):** There is an obvious downward trend that corresponds to steadily decreasing values. The cans would be filled with less and less cola until they were extremely underfilled. Such a process would require a complete reworking of the cans in order to get them full enough for distribution to consumers.

- **Figure 14-2(c):** There is an upward shift. A run chart such as this one might result from an adjustment to the filling process, making all subsequent values higher.

- **Figure 14-2(d):** There is a downward shift—the first few values are relatively stable, and then something happened so that the last several values are relatively stable, but at a much lower level.

- **Figure 14-2(e):** The process is stable except for one exceptionally high value. The cause of that unusual value should be investigated. Perhaps the cans became temporarily stuck and one particular can was filled twice instead of once.
• Figure 14-2(f): There is an exceptionally low value. The cause of that unusually low value should be investigated. Perhaps the filling nozzle became temporarily clogged.

• Figure 14-2(g): There is a cyclical pattern (or repeating cycle). This pattern is clearly nonrandom and therefore reveals a statistically unstable process. Perhaps periodic overadjustments are being made to the machinery, with the effect that some desired value is continually being chased but never quite captured.

• Figure 14-2(h): The variation is increasing over time. This is a common problem in quality control. The net effect is that products vary more and more until almost all of them are worthless. For example, some cola cans will be overflowing with wasted cola, and some will be underfilled and unsuitable for distribution to consumers.

Many different methods of quality control attempt to reduce variation in the product or service. For example, Ford became concerned with variation when it found that its transmissions required significantly more warranty repairs than the same type of transmissions made by Mazda in Japan. A study showed that the Mazda transmissions had substantially less variation in the gearboxes; that is, crucial gearbox measurements varied much less in the Mazda transmissions. Although the Ford transmissions were built within the allowable limits, the Mazda transmissions were more reliable because of their lower variation. Variation in a process can result from two types of causes.

**DEFINITION**

Random variation is due to chance; it is the type of variation inherent in any process that is not capable of producing every good or service exactly the same way every time.

Assignable variation results from causes that can be identified (such factors as defective machinery, untrained employees, and so on).

Later in the chapter we will consider ways to distinguish between assignable variation and random variation.

The run chart is one tool for monitoring the stability of a process. We will now consider control charts, which are also useful for monitoring the stability of a process.

**Control Chart for Monitoring Variation: The $R$ Chart**

In the article “The State of Statistical Process Control As We Proceed into the 21st Century” (Stoumbos, Reynolds, Ryan, and Woodall, *Journal of the American Statistical Association*, Vol. 95, No. 451), the authors state that “control charts are among the most important and widely used tools in statistics. Their applications have now moved far beyond manufacturing into engineering, environmental science, biology, genetics, epidemiology, medicine, finance, and even law enforcement and athletics.” We begin with the definition of a control chart.

**DEFINITION**

A control chart of a process characteristic (such as mean or variation) consists of values plotted sequentially over time, and it includes a centerline as well as a lower control limit (LCL) and an upper control limit (UCL). The centerline represents a central value of the characteristic measurements, whereas the control limits are boundaries used to separate and identify any points considered to be unusual.
We will assume that the population standard deviation \( \sigma \) is not known as we now consider two of several different types of control charts:

1. \( R \) charts (or range charts) used to monitor variation
2. \( \bar{x} \) charts used to monitor means

When using control charts to monitor a process, it is common to consider \( R \) charts and \( \bar{x} \) charts together, because a statistically unstable process may be the result of increasing variation, changing means, or both.

An \( R \) chart (or range chart) is a plot of the sample ranges instead of individual sample values, and it is used to monitor the variation in a process. (It might make more sense to use standard deviations, but range charts are quite effective for cases in which the size of the samples (or subgroups) is 10 or fewer. If the samples all have a size greater than 10, the use of an \( s \) chart is recommended instead of an \( R \) chart. (See Exercise 21.)) In addition to plotting the range values, we include a centerline located at \( \bar{R} \), which denotes the mean of all sample ranges, as well as another line for the lower control limit and a third line for the upper control limit. The following is a summary of notation and the components of the \( R \) chart.

### Monitoring Process Variation: Control Chart for \( R \)

**Objective**
Construct a control chart for \( R \) (or an “\( R \) chart”) that can be used to determine whether the variation of process data is within statistical control.

**Requirements**

1. The data are process data consisting of a sequence of samples all of the same size \( n \).
2. The distribution of the process data is essentially normal.
3. The individual sample data values are independent.

**Notation**

\[
\begin{align*}
n & = \text{size of each sample, or subgroup} \\
\bar{R} & = \text{mean of the sample ranges (that is, the sum of the sample ranges divided by the number of samples)}
\end{align*}
\]

**Graph**

Points plotted: Sample ranges (one point for each sample or subgroup)

Centerline: \( \bar{R} \) (the mean of the sample ranges)

Upper control limit (UCL): \( D_4 \bar{R} \) (where \( D_4 \) is found in Table 14-2)

Lower control limit (LCL): \( D_3 \bar{R} \) (where \( D_3 \) is found in Table 14-2)

The values of \( D_4 \) and \( D_3 \) were computed by quality-control experts, and they are intended to simplify calculations. The upper and lower control limits of \( D_4 \bar{R} \) and \( D_3 \bar{R} \) are values that are roughly equivalent to 99.7% confidence interval limits. It is therefore highly unlikely that values from a statistically stable process would fall beyond those limits. If a value does fall beyond the control limits, it’s very likely that the process is not statistically stable.
### Table 14-2 Control Chart Constants

<table>
<thead>
<tr>
<th>n: Number of Observations in Subgroup</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( B_3 )</th>
<th>( B_4 )</th>
<th>( D_3 )</th>
<th>( D_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.880</td>
<td>2.565</td>
<td>0.000</td>
<td>3.267</td>
<td>0.000</td>
<td>3.267</td>
</tr>
<tr>
<td>3</td>
<td>1.023</td>
<td>1.954</td>
<td>0.000</td>
<td>2.568</td>
<td>0.000</td>
<td>2.574</td>
</tr>
<tr>
<td>4</td>
<td>0.729</td>
<td>1.628</td>
<td>0.000</td>
<td>2.266</td>
<td>0.000</td>
<td>2.282</td>
</tr>
<tr>
<td>5</td>
<td>0.577</td>
<td>1.427</td>
<td>0.000</td>
<td>2.089</td>
<td>0.000</td>
<td>2.114</td>
</tr>
<tr>
<td>6</td>
<td>0.483</td>
<td>1.287</td>
<td>0.030</td>
<td>1.970</td>
<td>0.000</td>
<td>2.004</td>
</tr>
<tr>
<td>7</td>
<td>0.419</td>
<td>1.182</td>
<td>0.118</td>
<td>1.882</td>
<td>0.076</td>
<td>1.924</td>
</tr>
<tr>
<td>8</td>
<td>0.373</td>
<td>1.099</td>
<td>0.185</td>
<td>1.815</td>
<td>0.136</td>
<td>1.864</td>
</tr>
<tr>
<td>9</td>
<td>0.337</td>
<td>1.032</td>
<td>0.239</td>
<td>1.761</td>
<td>0.184</td>
<td>1.816</td>
</tr>
<tr>
<td>10</td>
<td>0.308</td>
<td>0.975</td>
<td>0.284</td>
<td>1.716</td>
<td>0.223</td>
<td>1.777</td>
</tr>
<tr>
<td>11</td>
<td>0.285</td>
<td>0.927</td>
<td>0.321</td>
<td>1.679</td>
<td>0.256</td>
<td>1.744</td>
</tr>
<tr>
<td>12</td>
<td>0.266</td>
<td>0.886</td>
<td>0.354</td>
<td>1.646</td>
<td>0.283</td>
<td>1.717</td>
</tr>
<tr>
<td>13</td>
<td>0.249</td>
<td>0.850</td>
<td>0.382</td>
<td>1.618</td>
<td>0.307</td>
<td>1.693</td>
</tr>
<tr>
<td>14</td>
<td>0.235</td>
<td>0.817</td>
<td>0.406</td>
<td>1.594</td>
<td>0.328</td>
<td>1.672</td>
</tr>
<tr>
<td>15</td>
<td>0.223</td>
<td>0.789</td>
<td>0.428</td>
<td>1.572</td>
<td>0.347</td>
<td>1.653</td>
</tr>
<tr>
<td>16</td>
<td>0.212</td>
<td>0.763</td>
<td>0.448</td>
<td>1.552</td>
<td>0.363</td>
<td>1.637</td>
</tr>
<tr>
<td>17</td>
<td>0.203</td>
<td>0.739</td>
<td>0.466</td>
<td>1.534</td>
<td>0.378</td>
<td>1.622</td>
</tr>
<tr>
<td>18</td>
<td>0.194</td>
<td>0.718</td>
<td>0.482</td>
<td>1.518</td>
<td>0.391</td>
<td>1.608</td>
</tr>
<tr>
<td>19</td>
<td>0.187</td>
<td>0.698</td>
<td>0.497</td>
<td>1.503</td>
<td>0.403</td>
<td>1.597</td>
</tr>
<tr>
<td>20</td>
<td>0.180</td>
<td>0.680</td>
<td>0.510</td>
<td>1.490</td>
<td>0.415</td>
<td>1.585</td>
</tr>
<tr>
<td>21</td>
<td>0.173</td>
<td>0.663</td>
<td>0.523</td>
<td>1.477</td>
<td>0.425</td>
<td>1.575</td>
</tr>
<tr>
<td>22</td>
<td>0.167</td>
<td>0.647</td>
<td>0.534</td>
<td>1.466</td>
<td>0.434</td>
<td>1.566</td>
</tr>
<tr>
<td>23</td>
<td>0.162</td>
<td>0.633</td>
<td>0.545</td>
<td>1.455</td>
<td>0.443</td>
<td>1.557</td>
</tr>
<tr>
<td>24</td>
<td>0.157</td>
<td>0.619</td>
<td>0.555</td>
<td>1.445</td>
<td>0.451</td>
<td>1.548</td>
</tr>
<tr>
<td>25</td>
<td>0.153</td>
<td>0.606</td>
<td>0.565</td>
<td>1.435</td>
<td>0.459</td>
<td>1.541</td>
</tr>
</tbody>
</table>


---

**EXAMPLE 3**  
**R Chart of Earth’s Temperatures** Refer to the temperatures of the earth listed in Table 14-1. Using the samples of size \( n = 10 \) for each decade, construct a control chart for \( R \).

**SOLUTION**  
Note that Table 14-1 shows the sample ranges in the last column. \( \bar{R} \) is the mean of those 13 sample ranges, so its value is found as follows:

\[
\bar{R} = \frac{0.49 + 0.41 + \cdots + 0.36}{13} = 0.3777
\]

**continued**

**Bribery Detected with Control Charts**  
Control charts were used to help convict a person who bribed Florida jai alai players to lose. (See “Using Control Charts to Corroborate Bribery in Jai Alai,” by Charnes and Gitlow, *The American Statistician*, Vol. 49, No. 4.) An auditor for one jai alai facility noticed that abnormally large sums of money were wagered for certain types of bets, and some contestants didn’t win as much as expected when those bets were made. \( R \) charts and \( X \) charts were used in court as evidence of highly unusual patterns of betting. Examination of the control charts clearly shows points well beyond the upper control limit, indicating that the process of betting was out of statistical control. The statistician was able to identify a date at which assignable variation appeared to stop, and prosecutors knew that it was the date of the suspect’s arrest.
The centerline for our $R$ chart is therefore located at $\bar{R} = 0.3777$. To find the upper and lower control limits, we must first find the values of $D_3$ and $D_4$. Referring to Table 14-2 for $n = 10$, we get $D_4 = 1.777$ and $D_3 = 0.223$, so the control limits are as follows:

Upper control limit: $D_4\bar{R} = (1.777)(0.3777) = 0.6712$
Lower control limit: $D_3\bar{R} = (0.223)(0.3777) = 0.0842$

Using a centerline value of $\bar{R} = 0.3777$ and control limits of 0.6712 and 0.0842, we now proceed to plot the 13 sample ranges as 13 individual points. The result is shown in the Minitab display.

**Interpreting Control Charts**

When interpreting control charts, the following caution is important:

**CAUTION**

Upper and lower control limits of a control chart are based on the actual behavior of the process, not the desired behavior. Upper and lower control limits are totally unrelated to any process specifications that may have been decreed by the manufacturer.

When investigating the quality of some process, there are typically two key questions that need to be addressed:

1. Based on the current behavior of the process, can we conclude that the process is within statistical control?

2. Do the process goods or services meet design specifications?

The methods of this chapter are intended to address the first question, but not the second. That is, we are focusing on the behavior of the process with the objective of determining whether the process is within statistical control.

Also, we should clearly understand the specific criteria for determining whether a process is in statistical control (that is, whether it is statistically stable). So far, we have noted that a process is not statistically stable if its pattern resembles any of the patterns shown in Figure 14-2. This criterion is included with some others in the following list.
Criteria for Determining When a Process Is Not Statistically Stable
(Out of Statistical Control)

1. There is a pattern, trend, or cycle that is obviously not random (such as those depicted in Figure 14-2).

2. There is a point lying outside of the region between the upper and lower control limits. (That is, there is a point above the upper control limit or below the lower control limit.)

3. Run of 8 Rule: There are eight consecutive points all above or all below the centerline. (With a statistically stable process, there is a 0.5 probability that a point will be above or below the centerline, so it is very unlikely that eight consecutive points will all be above the centerline or all below it.)

We will use only the three out-of-control criteria listed above, but some businesses use additional criteria such as these:

- There are six consecutive points all increasing or all decreasing.
- There are 14 consecutive points all alternating between up and down (such as up, down, up, down, and so on).
- Two out of three consecutive points are beyond control limits that are 2 standard deviations away from the centerline.
- Four out of five consecutive points are beyond control limits that are 1 standard deviation away from the centerline.

### Example 4
Interpreting $R$ Chart of Earth's Temperatures

Examine the $R$ chart shown in the Minitab display for Example 3 and determine whether the process variation is within statistical control.

**Solution**

We can interpret control charts for $R$ by applying the three out-of-control criteria just listed. Applying the three criteria to the Minitab display of the $R$ chart, we conclude that variation in this process is within statistical control. (1) There is no obvious trend or pattern that is not random. (2) No point lies outside of the region between the upper and lower control limits. (3) There are not eight consecutive points all above or all below the centerline.

**Interpretation**

We conclude that the variation (not necessarily the mean) of the process is within statistical control.

### Control Chart for Monitoring Means: The $\bar{x}$ Chart

An $\bar{x}$ chart is a plot of the sample means, and it is used to monitor the center in a process. In addition to plotting the sample means, we include a centerline located at $\bar{x}$, which denotes the mean of all sample means (equal to the mean of all sample values combined), as well as another line for the lower control limit and a third line for the upper control limit. Using the approach common in business and industry, the centerline and control limits are based on ranges instead of standard deviations. (See Exercise 22 for an $\bar{x}$ chart based on standard deviations.)
Monitoring Process Mean: Control Chart for $\bar{x}$

Objective
Construct a control chart for $\bar{x}$ (or an $\bar{x}$ chart) that can be used to determine whether the center of process data is within statistical control.

Requirements
1. The data are process data consisting of a sequence of samples all of the same size $n$.
2. The distribution of the process data is essentially normal.
3. The individual sample data values are independent.

Notation
$n = \text{size of each sample, or subgroup}$
$\bar{x} = \text{mean of all sample means (equal to the mean of all sample values combined)}$

Graph
Points plotted: Sample means
Centerline: $\bar{x} = \text{mean of all sample means}$
Upper control limit (UCL): $\bar{x} + A_2 \bar{R}$ (where $A_2$ is found in Table 14-2)
Lower control limit (LCL): $\bar{x} - A_2 \bar{R}$ (where $A_2$ is found in Table 14-2)

SC Example 5
$\bar{x}$ Chart of Earth’s Temperatures
Refer to the earth’s temperatures in Table 14-1. Using samples of size $n = 10$ for each decade, construct a control chart for $\bar{x}$. Based on the control chart for $\bar{x}$, only, determine whether the process mean is within statistical control.

Solution
Before plotting the 13 points corresponding to the 13 values of $\bar{x}$, we must first find the values for the centerline and control limits. We get

$$\bar{x} = \frac{13.819 + 13.692 + \cdots + 14.636}{13} = 14.019$$

$$\bar{R} = \frac{0.49 + 0.41 + \cdots + 0.36}{13} = 0.3777$$

Referring to Table 14-2, we find that for $n = 10$, $A_2 = 0.308$. Knowing the values of $\bar{x}$, $A_2$, and $\bar{R}$, we can now evaluate the control limits.

Upper control limit: $\bar{x} + A_2 \bar{R} = 14.019 + (0.308)(0.3777) = 14.135$

Lower control limit: $\bar{x} - A_2 \bar{R} = 14.019 - (0.308)(0.3777) = 13.903$

The resulting control chart for $\bar{x}$ will be as shown in the Minitab display on the next page.

Interpretation
Examination of the $\bar{x}$ chart shows that the process mean is out of statistical control because at least one of the three out-of-control criteria is not
satisfied. Specifically, the first criterion is violated because there is a trend of values that are increasing over time, and the second criterion is violated because there are points lying beyond the control limits.

By analyzing the temperature data in Table 14-1 with a run chart, an \( R \) chart, and an \( \bar{x} \) chart, we can see that the process is out of statistical control because of the pattern of increasing values over time. Based on the data from the past 130 years, it appears that the earth is warming. Many reputable scientists attribute the cause to man-made conditions, including a greenhouse effect caused by greenhouse gases, such as carbon dioxide, methane, and nitrous oxide. If that is the case, it would be wise to take corrective action so that the process is brought within statistical control and the pattern of increasing temperatures is discontinued.
14-2  Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Product Specs** Consider process data consisting of the amounts of Coke (in oz) in randomly selected cans of regular Coke. Recent $\bar{x}$ and $R$ control charts show that the process of filling cans of Coke is within statistical control. Does being within statistical control indicate that cans of Coke labeled 12 ounces actually have amounts of Coke that are reasonably close to 12 oz? Why or why not?

2. **Notation** Consider process data consisting of the amounts of Coke (in oz) in randomly selected cans of regular Coke. The process is to be monitored with $\bar{x}$ and $R$ control charts based on samples of 50 cans randomly selected each day for 20 consecutive days of production. In this context, what do $\bar{x}$, $R$, UCL, and LCL denote?

3. **Process Data Variation** Consider process data consisting of the amounts of Coke (in oz) in randomly selected cans of regular Coke. That process is currently within statistical control, yet the amounts of Coke vary. In this context, what is random variation? Given an example of assignable variation.

4. **Lake Mead Elevations** Shown below are an $\bar{x}$ chart (top) and an $R$ chart (bottom) obtained using the monthly elevations of Lake Mead at Hoover Dam (based on data from the U.S. Department of the Interior). The elevations are in feet above sea level. The control charts are based on the 12 monthly elevations for each of the 71 consecutive and recent years available as of this writing. What do the control charts tell us about Lake Mead?

**MINITAB**

Interpreting Run Charts. *In Exercises 5–8, examine the run chart from a process of filling 12-oz cans of cola and do the following: (a) Determine whether the process is within statistical control; (b) if the process is not within statistical control, identify reasons why it is not; (c) apart from being within statistical control, does the process appear to be behaving as it should?*

5.

6.

7.

8.
Atmospheric Carbon Dioxide. In Exercises 9–12, use the data in the following table, which lists carbon dioxide concentrations (in parts per million) for each year from 1880 to 2009, with projected values used for the last four years. Atmospheric carbon dioxide is believed to be the result of human activity and a major contributor to the greenhouse effect that is at least partly responsible for global warming.

<table>
<thead>
<tr>
<th>Atmospheric Carbon Dioxide Concentrations (in parts per million)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1880s 290.7 291.0 291.2 291.4 291.6 291.9 292.1 292.3 292.6 292.9</td>
</tr>
<tr>
<td>1890s 293.2 293.5 293.8 294.1 294.3 294.6 294.9 295.2 295.5 295.8</td>
</tr>
<tr>
<td>1900s 295.6 295.3 295.1 294.8 295.9 296.9 297.5 298.1 298.6 299.2</td>
</tr>
<tr>
<td>1910s 299.4 299.6 299.9 300.1 300.3 300.5 300.7 300.9 301.1 301.2</td>
</tr>
<tr>
<td>1920s 301.4 301.6 302.3 302.9 303.6 304.2 304.9 305.5 305.6 305.8</td>
</tr>
<tr>
<td>1930s 305.9 306.1 306.2 306.3 306.5 306.6 306.8 306.9 307.1 307.3</td>
</tr>
<tr>
<td>1940s 307.4 307.6 307.7 307.9 308.4 308.9 309.3 309.8 310.3 310.8</td>
</tr>
<tr>
<td>1950s 311.3 311.7 312.2 312.7 313.2 313.7 314.3 314.8 315.3 316.0</td>
</tr>
<tr>
<td>1960s 316.9 317.6 318.5 319.0 319.5 320.1 321.3 322.1 323.1 324.6</td>
</tr>
<tr>
<td>1970s 325.7 326.3 327.5 329.6 330.3 331.2 332.2 333.9 335.5 336.9</td>
</tr>
<tr>
<td>1980s 338.7 340.0 341.1 342.8 344.4 345.9 347.1 349.0 351.4 352.9</td>
</tr>
<tr>
<td>1990s 354.2 355.6 356.4 357.1 358.9 360.9 362.6 363.8 366.6 368.3</td>
</tr>
<tr>
<td>2000s 369.5 371.0 373.1 375.6 377.4 379.6 381.2 382.8 384.2</td>
</tr>
</tbody>
</table>

9. Carbon Dioxide: Notation After finding the values of the mean and range for each decade, find the values of $\bar{x}$ and $\bar{R}$. Also find the values of LCL and UCL for an $R$ chart, and find the values of LCL and UCL for an $\bar{x}$ chart.

10. Carbon Dioxide: Run Chart Construct a run chart for the 130 values. Does there appear to be a pattern suggesting that the process is not within statistical control? What are the practical implications of the run chart?

11. Carbon Dioxide: $R$ Chart Let each subgroup consist of the 10 values within a decade. Construct an $R$ chart and determine whether the process variation is within statistical control. If it is not, identify which of the three out-of-control criteria lead to rejection of statistically stable variation.

12. Carbon Dioxide: $\bar{x}$ Chart Let each subgroup consist of the 10 values within a decade. Construct an $\bar{x}$ chart and determine whether the process mean is within statistical control. If it is not, identify which of the three out-of-control criteria lead to rejection of a statistically stable mean.

Energy Consumption. In Exercises 13–16, refer to Data Set 12 in Appendix B and use the amounts of electricity consumed (in kWh) in the author’s home. Let each subgroup consist of the six amounts within the same year, so that there are eight subgroups with six amounts in each subgroup.

13. Energy Consumption: Notation After finding the values of the mean and range for each year, find the values of $\bar{x}$ and $\bar{R}$. Then find the values of LCL and UCL for an $R$ chart and for an $\bar{x}$ chart.

14. Energy Consumption: $R$ Chart Let each subgroup consist of the 6 values within a year. Construct an $R$ chart and determine whether the process variation is within statistical control. If it is not, identify which of the three out-of-control criteria lead to rejection of statistically stable variation.

15. Energy Consumption: $\bar{x}$ Chart Let each subgroup consist of the 6 values within a year. Construct an $\bar{x}$ chart and determine whether the process mean is within statistical control. If it is not, identify which of the three out-of-control criteria lead to rejection of a statistically stable mean.

16. Energy Consumption: Run Chart Construct a run chart for the 48 values. Does there appear to be a pattern suggesting that the process is not within statistical control?
Quality Control at Perstorp

Perstorp Components, Inc. uses a computer that automatically generates control charts to monitor the thicknesses of the floor insulation the company makes for Ford Rangers and Jeep Grand Cherokees. The $20,000 cost of the computer was offset by a first-year savings of $40,000 in labor, which had been used to manually generate control charts to ensure that insulation thicknesses were between the specifications of 2.912 mm and 2.988 mm. Through the use of control charts and other quality-control methods, Perstorp reduced its waste by more than two-thirds.

Energy Consumption. In Exercises 17–20, refer to Data Set 13 in Appendix B and use the measured voltage amounts for the power supplied directly to the author’s home. Let each subgroup consist of the five amounts within the business days of a week, so the first five voltages constitute the first subgroup, the second five voltages constitute the second subgroup, and so on. The result is eight subgroups with five values each.

17. Home Voltage: Notation After finding the values of the mean and range for each subgroup, find the values of \( \bar{x} \) and \( R \). Then find the values of LCL and UCL for an \( R \) chart and for an \( \bar{x} \) chart.

18. Home Voltage: \( \bar{x} \) Chart Using subgroups of five voltage amounts, construct an \( \bar{x} \) chart and determine whether the process mean is within statistical control. If it is not, identify which of the three out-of-control criteria lead to rejection of a statistically stable mean.

19. Home Voltage: Run Chart Construct a run chart for the 40 voltage amounts. Does there appear to be a pattern suggesting that the process is not within statistical control?

20. Home Voltage: \( R \) Chart Using subgroups of five voltage amounts, construct an \( R \) chart and determine whether the process variation is within statistical control. If it is not, identify which of the three out-of-control criteria lead to rejection of statistically stable variation.

Beyond the Basics

21. \( s \) Chart In this section we described control charts for \( R \) and \( \bar{x} \) based on ranges. Control charts for monitoring variation and center (mean) can also be based on standard deviations. An \( s \) chart for monitoring variation is made by plotting sample standard deviations with a centerline at \( \bar{s} \) (the mean of the sample standard deviations) and control limits at \( B_3 \bar{s} \) and \( B_4 \bar{s} \), where \( B_3 \) and \( B_4 \) are found in Table 14-2 on page 721. Construct an \( s \) chart for the data of Table 14-1. Compare the result to the \( R \) chart given in Example 3.

22. \( \bar{x} \) Chart Based on Standard Deviations An \( \bar{x} \) chart based on standard deviations (instead of ranges) is made by plotting sample means with a centerline at \( \bar{x} \) and control limits at \( \bar{x} + A_3 \bar{s} \) and \( \bar{x} - A_3 \bar{s} \), where \( A_3 \) is found in Table 14-2 on page 721 and \( \bar{s} \) is the mean of the sample standard deviations. Use the data in Table 14-1 to construct an \( \bar{x} \) chart based on standard deviations. Compare the result to the \( \bar{x} \) chart based on sample ranges (as in Example 5).

Control Charts for Attributes

Key Concept In this section we present a method for constructing a control chart to monitor the proportion \( p \) for some attribute, such as whether a service or manufactured item is defective or nonconforming. (A good or a service is nonconforming if it doesn’t meet specifications or requirements; nonconforming goods are sometimes discarded, repaired, or called “seconds” and sold at reduced prices.) The control chart is interpreted using the same three criteria from Section 14-2 to determine whether the process is statistically stable. As in Section 14-2, we select samples of size \( n \) at regular time intervals and plot points in a sequential graph with a centerline and control limits. (There are ways to deal with samples of different sizes, but we don’t consider them here.)

A control chart for \( p \) (or \( p \) chart) is a graph of proportions of some attribute (such as whether products are defective) plotted sequentially over time, and it includes a centerline, a lower control limit (LCL), and an upper control limit (UCL).
The notation and control chart values are as summarized in the following box. In this box, the attribute of “defective” can be replaced by any other relevant attribute (so that each sample item belongs to one of two distinct categories).

**Monitoring a Process Attribute: Control Chart for \( p \)**

**Objective**

Construct a control chart for \( p \) (or a “\( p \) chart”) that can be used to determine whether the proportion of some attribute (such as whether products are defective) from process data is within statistical control.

**Requirements**

1. The data are process data consisting of a sequence of samples all of the same size \( n \).
2. Each sample item belongs to one of two categories (such as defective or not defective).
3. The individual sample data values are independent.

**Notation**

\[
\bar{p} = \text{pooled estimate of the proportion of defective items in the process} \\
\quad = \frac{\text{total number of defects found among all items sampled}}{\text{total number of items sampled}}
\]

\[
\bar{q} = \text{pooled estimate of the proportion of process items that are not defective} \\
\quad = 1 - \bar{p}
\]

\( n \) = size of each sample or subgroup

**Graph**

Points plotted: Proportions from the individual samples of size \( n \)

Centerline: \( \bar{p} \)

Upper control limit: \( \bar{p} + 3\sqrt{\frac{\bar{p} \bar{q}}{n}} \) (Use 1 if this result is greater than 1.)

Lower control limit: \( \bar{p} - 3\sqrt{\frac{\bar{p} \bar{q}}{n}} \) (Use 0 if this result is negative.)

**CAUTION**

Upper and lower control limits of a control chart for a proportion \( p \) are based on the actual behavior of the process, not the desired behavior. Upper and lower control limits are totally unrelated to any process specifications that may have been decreed by the manufacturer.

We use \( \bar{p} \) for the centerline because it is the best estimate of the proportion of defects from the process. The expressions for the control limits correspond to 99.7% confidence interval limits as described in Section 7-2.
Defective Heart Defibrillators

The Guidant Corporation manufactures implantable heart defibrillators. Families of people who have died using these devices are suing the company. According to USA Today, “Guidant did not alert doctors when it knew 150 of every 100,000 Prizm 2DR defibrillators might malfunction each year.” Because lives could be lost, it is important to monitor the manufacturing process of implantable heart defibrillators.

Consider a manufacturing process that includes careful testing of each defibrillator. Listed below are the numbers of defective defibrillators in successive batches of 10,000. Construct a control chart for the proportion $p$ of defective defibrillators and determine whether the process is within statistical control. If not, identify which of the three out-of-control criteria apply.

<table>
<thead>
<tr>
<th>Defects</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

**Six Sigma in Industry**

Six Sigma is the term used in industry to describe a process that results in a rate of no more than 3.4 defects out of a million. The reference to Six Sigma suggests six standard deviations away from the center of a normal distribution, but the assumption of a perfectly stable process is replaced with the assumption of a process that drifts slightly, so the defect rate is no more than 3 or 4 defects per million.

Started around 1985 at Motorola, Six Sigma programs now attempt to improve quality and increase profits by reducing variation in processes. Motorola saved more than $940 million in three years. Allied Signal reported a savings of $1.5 billion. GE, Polaroid, Ford, Honeywell, Sony, and Texas Instruments are other major companies that have adopted the Six Sigma goal.

**Solution**

The centerline for the control chart is located by the value of $\bar{p}$:

$$\bar{p} = \frac{\text{total number of defects from all samples combined}}{\text{total number of defibrillators sampled}}$$

$$\bar{p} = \frac{15 + 12 + 14 + \cdots + 7}{20 \cdot 10,000} = \frac{200}{200,000} = 0.001$$

Because $\bar{p} = 0.001$, it follows that $\bar{q} = 1 - \bar{p} = 0.999$. Using $\bar{p} = 0.001$, $\bar{q} = 0.999$, and $n = 10,000$, we find the positions of the centerline and the control limits as follows:

Centerline: $\bar{p} = 0.001$

Upper control limit:

$$\bar{p} + 3\sqrt{\frac{\bar{p}\bar{q}}{n}} = 0.001 + 3\sqrt{\frac{(0.001)(0.999)}{10,000}} = 0.001948$$

Lower control limit:

$$\bar{p} - 3\sqrt{\frac{\bar{p}\bar{q}}{n}} = 0.001 - 3\sqrt{\frac{(0.001)(0.999)}{10,000}} = 0.000052$$

Having found the values for the centerline and the control limits, we can proceed to plot the proportions of defective defibrillators. The Minitab control chart for $p$ is shown in the accompanying display.

**MINITAB**
We can interpret the control chart for \( p \) by considering the three out-of-control criteria listed in Section 14-2. Using those criteria, we conclude that this process is out of statistical control for this reason: There appears to be a downward trend. Also, there are 8 consecutive points lying above the centerline, and there are also 8 consecutive points lying below the centerline. Although the process is out of statistical control, it appears to have been somehow improved, because the proportion of defects has dropped. The company would be wise to investigate the process so that the cause of the lowered rate of defects can be understood and continued in the future.

**MINITAB** Enter the numbers of defects (or items with any particular attribute) in column C1. Select the option Stat, then Control Charts, Attributes Charts, then P. Enter C1 in the box identified as variable, and enter the size of the samples in the box identified as subgroup size, then click OK.

In Minintab 16, you can also click on Assistant, then Control Charts. Select \( P \) Chart. For the control limits and centerline, select the option of Estimate from the data, then click OK to get three windows of results that includes the control chart and much other helpful information.

**EXCEL** Using DDXL: To use the DDXL add-in, begin by entering the numbers of defects or successes in column A, and enter the sample sizes in column B. For Example 1, the first three items would be entered in the Excel spreadsheet as shown below.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>10000</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>10000</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>10000</td>
</tr>
</tbody>
</table>

Select DDXL, select Process Control, then select Summ Prop Control Chart (for summary proportions control chart). A dialog box should appear. Click on the pencil icon for “Success Variable” and enter the range of values for column A, such as A1:A12. Click on the pencil icon for “Totals Variable” and enter the range of values for column B, such as B1:B12. Click OK. Next click on the Open Control Chart bar and the control chart will be displayed.

Using Excel’s Chart Wizard: Enter the sample proportions in column A. Click on the Chart Wizard icon, which looks like a bar graph. For the chart type, select Line. For the chart subtype, select the first graph in the second row, then click Next. Continue to click Next, then Finish. The graph can be edited to include labels, delete grid lines, and so on. You can insert the required centerline and upper and lower control limits by editing the graph. Click on the line on the bottom of the screen, then click and drag to position the line correctly.

### Basic Skills and Concepts

**Statistical Literacy and Critical Thinking**

1. **Monitoring Aspirin** The labels on a bottle of Bayer aspirin indicate that the tablets contain 325 mg of aspirin. Suppose manufacturing specifications require that tablets have between 315 mg and 335 mg of aspirin, so a tablet is considered to be a defect if the amount of aspirin is not within those limits. If the proportion of defects is monitored with a \( p \) chart and is found to be within statistical control, can we conclude that almost all of the tablets meet the manufacturing specifications? Why or why not?

2. **Notation** Assume that Bayer aspirin tablets are monitored to ensure that the proportions of defects are within statistical control. A quality control inspector randomly selects samples with 100 tablets in each sample. If the numbers of defects for the first five samples are 2, 1, 0, 4, and 3, find the value of \( \bar{p} \).

3. **Control Limits** Refer to Exercise 2 and find the values of the upper and lower control limits. Does either of those values need to be adjusted in some way? Explain.
Constructing Control Charts for \( p \). In Exercises 9–14, use the given process data to construct a control chart for \( p \). In each case, use the three out-of-control criteria listed in Section 14-2 and determine whether the process is within statistical control. If it is not, identify which of the three out-of-control criteria apply.

**9. \( p \) Chart for Defective Defibrillators** Consider a process that includes careful testing of each manufactured defibrillator (as in Example 1). Listed below are the numbers of defective defibrillators in successive batches of 10,000. Construct a control chart for the proportion \( p \) of defective defibrillators and determine whether the process is within statistical control. If not, identify which of the three out-of-control criteria apply.

<table>
<thead>
<tr>
<th>Defects:</th>
<th>20</th>
<th>14</th>
<th>22</th>
<th>27</th>
<th>12</th>
<th>12</th>
<th>18</th>
<th>23</th>
<th>25</th>
<th>19</th>
<th>24</th>
<th>28</th>
<th>21</th>
<th>25</th>
<th>17</th>
<th>17</th>
<th>22</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
</table>

**10. \( p \) Chart for Defective Defibrillators** Repeat Exercise 9 assuming that the size of each batch is 100 instead of 10,000. Compare the control chart to the one found for Exercise 9. Comment on the general quality of the manufacturing process described in Exercise 9 compared to the manufacturing process described in this exercise.

**11. \( p \) Chart for College Enrollment** In each of 15 recent and consecutive years, 1000 high school completers were randomly selected and the number who enrolled in college was determined, with the results listed below. Does the \( p \) chart indicate that such college enrollments are high enough? (The values are based on data from the U.S. National Center for Education Statistics, and they are the most recent values available at the time of this writing.)

<table>
<thead>
<tr>
<th>Enrollment:</th>
<th>601</th>
<th>625</th>
<th>619</th>
<th>626</th>
<th>619</th>
<th>619</th>
<th>650</th>
<th>670</th>
<th>656</th>
<th>629</th>
<th>633</th>
<th>618</th>
<th>652</th>
<th>639</th>
<th>667</th>
</tr>
</thead>
</table>

**12. \( p \) Chart for Violent Crimes** In each of 15 recent and consecutive years, 100,000 people in the United States were randomly selected and the number who were victims of violent crime was determined, with the results listed below. Does the rate of violent crime appear to exhibit acceptable behavior? (The values are based on data from the U.S. Department of Justice, and they are the most recent values available at the time of this writing.)

| Violent Crimes: | 730 | 758 | 758 | 747 | 714 | 685 | 637 | 611 | 568 | 523 | 507 | 505 | 474 | 476 | 486 |
13. \textbf{p Chart for Voters} In each of 23 recent and consecutive years of national elections, 1000 people of voting age in the United States were randomly selected and the number who voted was determined, with the results listed below. Odd-numbered years correspond to years of presidential elections. Comment on the voting behavior of the population. (The values are based on data from the U.S. Census Bureau, and they are the most recent values available at the time of this writing.)

585 454 577 454 550 436 506 357 488 345 475 377 474 336 449 336 513 365 459 331 471 347 514

14. \textbf{p Chart for Birth Rate} In each of 20 recent and consecutive years, 10,000 people were randomly selected and the numbers of births they generated were found, with the results given below. How might the results be explained? (The listed values are based on data from the U.S. Department of Health and Human Services, and they are the most recent values available at the time of this writing.)

157 160 164 167 167 162 158 154 150 146 144 143 142 144 141 139 141 140 140

14-3 \hspace{1cm} \textbf{Beyond the Basics}

15. \textbf{Constructing an np Chart} A variation of the control chart for \( p \) is the \textbf{np chart} in which the \textit{actual numbers} of defects are plotted instead of the \textit{proportions} of defects. The \textit{np} chart will have a centerline value of \( n\bar{p} \), and the control limits will have values of \( n\bar{p} + 3\sqrt{n\bar{p}(1-n\bar{p})} \) and \( n\bar{p} - 3\sqrt{n\bar{p}(1-n\bar{p})} \). The \textit{p} chart and the \textit{np} chart differ only in the scale of values used for the vertical axis. Construct the \textit{np} chart for Example 1 in this section. Compare the \textit{np} chart to the control chart for \textit{p} given in this section.

\textbf{Review}

In this chapter we introduced run charts and control charts, which are commonly used to monitor process data with the objective of maintaining or improving the quality of goods or services. Process data were defined to be data arranged according to some time sequence. Control charts have a centerline, an upper control limit, and a lower control limit. A process is statistically stable (or within statistical control) if it has only natural variation, with no patterns, cycles, or unusual points. Decisions about statistical stability are based on how a process is actually behaving, not on how we might like it to behave because of such factors as manufacturer specifications. The following graphs were described:

- \textit{Run chart}: a sequential plot of \textit{individual} data values over time
- \textit{R chart}: a control chart that uses ranges in an attempt to monitor the \textit{variation} in a process
- \textit{\( \bar{x} \) chart}: a control chart used to determine whether the process \textit{mean} is within statistical control
- \textit{p chart}: a control chart used to monitor the proportion of some process \textit{attribute}, such as whether items are defective

\textbf{Statistical Literacy and Critical Thinking}

1. \textbf{Statistical Process Control} The title of this chapter is “Statistical Process Control.” What does that mean?

2. \textbf{Monitoring a Process over Time} Lipitor is a drug designed to lower cholesterol levels. With current sales of Lipitor exceeding $13 billion each year, it has become the best selling
drug ever. One dosage level of Lipitor is provided with tablets containing 10 mg of the drug atorvastatin. If the manufacturing process is set up to produce tablets containing between 9.5 mg and 10.5 mg of atorvastatin, why is it important to monitor the manufacturing process over time? What would be a possible adverse consequence of a Lipitor manufacturing process that is not monitored?

3. **Control Charts** Refer to the process described in Exercise 2. When monitoring the amount of atorvastatin in Lipitor tablets, why is it important to use an $\bar{x}$ chart and an $R$ chart together?

4. **Interpreting Control Charts** Refer to the process described in Exercise 2. If $\bar{x}$ and $R$ charts show that the process is within statistical control, can we conclude that almost all of the tablets contain between 9.5 mg and 10.5 mg of atorvastatin? Why or why not?

---

**Chapter Quick Quiz**

1. What are process data?
2. What is the difference between random variation and assignable variation?
3. Identify three specific criteria for determining when a process is out of statistical control.
4. What is the difference between an $R$ chart and an $\bar{x}$ chart?

**In Exercises 5–8, use the following two control charts that result from testing newly manufactured aircraft altimeters. The original sample values are errors obtained when the altimeters are tested at an altitude of 1000 ft.**

5. Is the process variation within statistical control? Why or why not?
6. What is the value of $\overline{R}$? In general, how is a value of $\overline{R}$ obtained?
7. Is the process mean within statistical control? Why or why not?
8. What is the value of $\overline{x}$? In general, how is a value of $\overline{x}$ found?
9. What is a $p$ chart?
10. True or false: A manufacturing process results in a greater proportion of defects whenever a $p$ chart of defective items reveals an out-of-control condition.

---

**Review Exercises**

**Constructing Control Charts for Aluminum Cans.** Exercises 1–5 refer to the axial loads of aluminum cans with a thickness of 0.0109 in. listed in Data Set 21 in Appendix B. Each day, seven cans were randomly selected and tested, and Data Set 21 shows results for 25 consecutive days of manufacturing. The axial load is
the maximum load (in lb) that a can withstands before collapsing from the pressure applied to the top. (The top lids are pressed into place with pressures that vary between 158 lb and 165 lb.)

1. Run Chart Construct a run chart for the 21 axial loads from the first three days, as listed below. Based on the result, does there appear to be a pattern suggesting that the process is not within statistical control?

<table>
<thead>
<tr>
<th>Day 1</th>
<th>Day 2</th>
<th>Day 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>270</td>
<td>278</td>
<td>250</td>
</tr>
<tr>
<td>273</td>
<td>201</td>
<td>275</td>
</tr>
<tr>
<td>258</td>
<td>264</td>
<td>281</td>
</tr>
<tr>
<td>204</td>
<td>265</td>
<td>271</td>
</tr>
<tr>
<td>254</td>
<td>223</td>
<td>263</td>
</tr>
<tr>
<td>228</td>
<td>274</td>
<td>277</td>
</tr>
<tr>
<td>282</td>
<td>230</td>
<td>275</td>
</tr>
</tbody>
</table>

2. R Chart Using subgroups of size \( n = 7 \) corresponding to the rows of the table for the first three days given in Exercise 1, find the values of \( R \), the lower control limit, and the upper control limit that would be used to construct an \( R \) chart. (Do not construct the \( R \) chart.)

3. R Chart If we use subgroups of size \( n = 7 \) corresponding to the rows of the table, and if we use all of the data from 25 days of production, we get the \( R \) chart shown below. Interpret that \( R \) chart.

4. \( \bar{x} \) Chart Using subgroups of size \( n = 7 \) corresponding to the rows of the table for the first three days given in Exercise 1, find the values of \( \bar{x} \), the lower control limit, and the upper control limit that would be used to construct an \( \bar{x} \) chart. (Do not construct the chart.)

5. \( x \) Chart If we use subgroups of size \( n = 7 \) corresponding to the rows of the table, and if we use all of the data from 25 days of production, we get the \( \bar{x} \) chart shown below. Interpret that \( \bar{x} \) chart.
6. **Control Chart for Homicides** In each of 15 recent and consecutive years, 1,000,000 people in the United States were randomly selected and the number who were homicide victims was determined, with the results listed below. Are the proportions of homicides within statistical control? What does the control chart suggest about the trend? (The values are based on data from the U.S. Department of Justice, and they are the most recent values available at the time of this writing.)

85 87 94 98 93 95 90 82 74 68 63 57 55 56 56

7. **Control Chart for Defects** The Acton Pharmaceutical Company manufactures antacid tablets that are supposed to contain 750 mg of calcium carbonate, similar to the Tums tablets manufactured by GlaxoSmithKline. Each day, 100 tablets are randomly selected and the amount of calcium carbonate is measured. A tablet is considered defective if it has obvious physical deformities or the amount of calcium carbonate is not between 735 mg and 765 mg. The numbers of defects are listed below for consecutive production days. Construct an appropriate control chart and determine whether the process is within statistical control. If not, identify which criteria lead to rejection of statistical stability.

Defects 5 4 3 6 7 5 9 2 10 3 2 5 12 7 1

---

Cumulative Review Exercises

1. **Temperature and Carbon Dioxide** Listed below are concentrations of carbon dioxide (in parts per million) of the earth’s atmosphere and the earth’s mean temperature (in °C) for each of ten recent and consecutive years. (The last few pairs of values are projections.)

<table>
<thead>
<tr>
<th>Carbon Dioxide</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>369.5</td>
<td>14.41</td>
</tr>
<tr>
<td>371.0</td>
<td>14.56</td>
</tr>
<tr>
<td>373.1</td>
<td>14.70</td>
</tr>
<tr>
<td>375.6</td>
<td>14.64</td>
</tr>
<tr>
<td>377.4</td>
<td>14.60</td>
</tr>
<tr>
<td>379.6</td>
<td>14.77</td>
</tr>
<tr>
<td>379.6</td>
<td>14.64</td>
</tr>
<tr>
<td>381.2</td>
<td>14.66</td>
</tr>
<tr>
<td>382.8</td>
<td>14.68</td>
</tr>
<tr>
<td>384.4</td>
<td>14.70</td>
</tr>
</tbody>
</table>

a. Use a 0.05 significance level to test for a linear correlation between carbon dioxide and temperature.

b. If there is a linear correlation, can we conclude that an increase in carbon dioxide concentration causes an increase in the earth’s temperature? Why or why not?

c. Find the equation of the straight line that best fits the sample data. Let \( x \) represent carbon dioxide concentration.

d. What is the best predicted temperature for a year in which the concentration of carbon dioxide was 290.7 parts per million? How close is the predicted temperature to the actual temperature of 13.88°C?

2. **Control Chart for Defective Seat Belts** The Flint Accessory Corporation manufactures seat belts for cars. Federal specifications require that the webbing must have a breaking strength of at least 5000 lb. During each week of production, 200 belts are randomly selected and tested for breaking strength. A belt is considered defective if it breaks before reaching the force of 5000 lb. The numbers of defects are listed below for a sequence of 10 weeks. Use a control chart for \( p \) to verify that the process is within statistical control. If it is not, explain why it is not.

Defects 2 3 1 5 9 1 12 15 2 17

3. **Confidence Interval for Defective Seat Belts** Refer to the data in Exercise 2 and, using all of the data from the 2000 seat belts that were tested, construct a 95% confidence interval for the proportion of defects. Also, write a statement that interprets the confidence interval.

4. **Hypothesis Test for Defective Seat Belts** Refer to the data in Exercise 2 and, using all of the data from the 2000 seat belts that were tested, use a 0.05 significance level to test the claim that the rate of defects is greater than 3%.
5. Using Probability in Control Charts When interpreting control charts, one of the three out-of-control criteria is that there are eight consecutive points all above or all below the centerline. For a statistically stable process, there is a 0.5 probability that a point will be above the centerline and a 0.5 probability that a point will be below the centerline. In each of the following, assume that sample values are independent and the process is statistically stable.

a. Find the probability that when eight consecutive points are randomly selected, they are all above the centerline.

b. Find the probability that when eight consecutive points are randomly selected, they are all below the centerline.

c. Find the probability that when eight consecutive points are randomly selected, they are all above or all below the centerline.

6. Designing Motorcycle Helmets Engineers must consider the breadths of male heads when designing motorcycle helmets. Men have head breadths that are normally distributed with a mean of 6.0 in. and a standard deviation of 1.0 in. (based on anthropometric survey data from Gordon, Churchill, et al.).

a. What percentage of men have head breadths greater than 7.0 in.? If helmets are made to accommodate only males with head breadths less than 7.0 in., would those helmets exclude too many males?

b. If, due to financial constraints, the helmets are designed to fit all men except those with head breadths that are in the smallest 5% or largest 5%, find the minimum and maximum head breadths that the helmets will fit.

7. AOL Poll America Online conducted an online poll in which Internet users were asked, “Have you ever seen a UFO?” There were 37,021 Internet users who responded with “yes,” and there were 80,806 Internet users who responded with “no.” Based on the results, can we conclude that most people have not seen a UFO? Why or why not?

8. Normality Assessment The author conducted a survey of his students and requested the value of the coins that each student possessed. Some of the results (in cents) are listed below. Do these values appear to be from a population having a normal distribution? Why or why not?

| 0 100 0 23 185 0 0 43 35 250 178 10 90 0 200 |
| 0 40 73 20 500 0 0 35 130 62 5 0 0 0 0 |

9. Sample Statistics Refer to the sample values listed in Exercise 8 and find the mean, median, and standard deviation.

10. Claimed Proportion Use the sample values listed in Exercise 8 to test the claim that most students have some change in their possession. Use a 0.05 significance level.

Technology Project

a. Simulate the following process for 20 days: Each day, 200 calculators are manufactured with a 5% rate of defects, and the proportion of defects is recorded for each of the 20 days. The calculators for one day are simulated by randomly generating 200 numbers, where each number is between 1 and 100. Consider an outcome of 1, 2, 3, 4, or 5 to be a defect, with 6 through 100 being acceptable. This corresponds to a 5% rate of defects. (See the technology instructions below.)

b. Construct a $p$ chart for the proportion of defective calculators, and determine whether the process is within statistical control. Since we know the process is actually stable with $p = 0.05$, the conclusion that it is not stable would be a type I error; that is, we would have a false positive signal, causing us to believe that the process needed to be adjusted when in fact it should be left alone.
c. The result from part (a) is a simulation of 20 days. Now simulate another 10 days of manufacturing calculators, but modify these last 10 days so that the defect rate is 10% instead of 5%.

d. Combine the data generated from parts (a) and (c) to represent a total of 30 days of sample results. Construct a p chart for this combined data set. Is the process out of control? If we concluded that the process was not out of control, we would be making a type II error; that is, we would believe that the process was okay when in fact it should be repaired or adjusted to correct the shift to the 10% rate of defects.

**Technology Instructions for Part (a):**

**STATDISK** Select **Data, Uniform Generator**, and generate 200 values with a minimum of 1 and a maximum of 100. Copy the data to the data window, then sort the values using the Data Tools button. Repeat this procedure until results for 20 days have been simulated.

**MINITAB** Select **Calc, Random Data**, then **Integer.** Enter 200 for the number of rows of data, enter C1 as the column to be used for storing the data, enter 1 for the minimum value, and enter 100 for the maximum value. Repeat this procedure until results for 20 days have been simulated.

**EXCEL** Click on the fx icon on the main menu bar, then select the function category **Math & Trig,** followed by **RANDBETWEEN.** In the dialog box, enter 1 for bottom and 100 for top. A random value should appear in the first row of column A. Use the mouse to click and drag the lower right corner of that cell, then pull down the cell to cover the first 200 rows of column A. When you release the mouse button, column A should contain 200 random numbers. You can also click/drag the lower right corner of the bottom cell by moving the mouse to the right so that you get 20 columns of 200 numbers each. The different columns represent the different days of manufacturing.

**TI-83/84 PLUS** Press the MATH key. Select **PRB,** then select the 5th menu item, **randInt(,** and enter 1, 100, 200; then press the ENTER key. Press **STO** and **L1** to store the data in list L1. After recording the number of defects, repeat this procedure until results for 20 days have been simulated.

**Control Charts**

Go to: [http://www.aw.com/triola](http://www.aw.com/triola)

This chapter introduces different charting techniques used to summarize and study data associated with a process along with methods for analyzing the stability of that process. With the exception of the run chart, individual data points are not needed to construct a chart. For example, the R chart is constructed from sample ranges while the p chart is based on sample proportions.

This is an important point, as data collected from third-party sources are often given in terms of summarizing statistics.

Locate the Internet Project dealing with control charts. There you will be directed to data sets and sources of data for use in constructing control charts. From the resulting charts you will be asked to interpret and discuss trends in the underlying processes.
Cooperative Group Activities

1. Out-of-class activity Collect your own process data and analyze them using the methods of this chapter. It would be ideal to collect data from a real manufacturing process, but that may be difficult to accomplish. If so, consider using a simulation or referring to published data, such as those found in an almanac. Here are some suggestions:

- Shoot five basketball foul shots (or shoot five crumpled sheets of paper into a wastebasket) and record the number of shots made; then repeat this procedure 20 times, and use a $p$ chart to test for statistical stability in the proportion of shots made.
- Measure your pulse rate by counting the number of times your heart beats in 1 min. Measure your pulse rate four times each hour for several hours, then construct appropriate control charts. What factors contribute to random variation? Assignable variation?
- Go through newspapers for the past 12 weeks and record the closing of the Dow Jones Industrial Average (DJIA) for each business day. Use run and control charts to explore the statistical stability of the DJIA. Identify at least one practical consequence of having this process statistically stable, and identify at least one practical consequence of having this process out of statistical control.

FROM DATA TO DECISION

Review Exercises 1–5 used process data from a New York company that manufactures 0.0109-in.-thick aluminum cans for a major beverage supplier. Refer to Data Set 21 in Appendix B and conduct an analysis of the process data for the cans that are 0.0111 in. thick. The values in the data set are the measured axial loads of cans, and the top lids are pressed into place with pressures that vary between 158 lb and 165 lb.

Analyzing the Results

Based on the given process data, should the company take any corrective action? Write a report summarizing your conclusions. Address not only the issue of statistical stability, but also the ability of the cans to withstand the pressures applied when the top lids are pressed into place. Also compare the behavior of the 0.0111-in. cans to the behavior of the 0.0109-in. cans and recommend which thickness should be used.

Critical Thinking: Are the axial loads within statistical control? Is the process of manufacturing cans proceeding as it should?

Open the Applets folder on the CD and double-click on **Start**. Select the menu item of **Simulating the probability of rolling a 6**.

a. Simulate 50 rolls of a die, and record the proportion of 6s.

b. Repeat part (a) 19 more times.

c. Use the methods of this chapter to determine whether or not the proportions of 6s are within statistical control. What can you conclude?
• Find the marriage rate per 10,000 population for several years. (See the Information Please Almanac or the Statistical Abstract of the United States.) Assume that in each year 10,000 people were randomly selected and surveyed to determine whether they were married. Use a $p$ chart to test for statistical stability of the marriage rate. (Other possible rates: death, accident fatality, crime.)

Obtain a printed copy of computer results, and write a report summarizing your conclusions.

2. **In-class activity** If the instructor can distribute the numbers of absences for each class meeting, groups of three or four students can analyze them for statistical stability and make recommendations based on the conclusions.

3. **Out-of-class activity** Conduct research to identify Deming's funnel experiment, then use a funnel and marbles to collect data for the different rules for adjusting the funnel location. Construct appropriate control charts for the different rules of funnel adjustment. What does the funnel experiment illustrate? What do you conclude?
StatCrunch Procedure for $\bar{X}$ Charts and $R$ Charts
1. First enter or open process data in rows and columns. For example, enter the temperatures in Table 14-1 (not the years, means, or ranges) as they appear on page 715, so that there are 13 rows and 10 columns.
2. Click on Stat, then click on Control Charts.
3. Select $X$-bar, $R$ to get an $\bar{X}$ and $R$ chart together.
4. Enter the columns containing the data, then click on Calculate to get the control charts. Shown below is the StatCrunch result from the data in Table 14-1 on page 715. The control charts are the same as those shown on pages 722 and 725. By clicking on Next, you can get the values of the control limits and centerlines.

StatCrunch Procedure for $p$ Charts
1. Enter the numbers of defects (or any other attribute) in a single column.
2. Click on Stat, then click on Control Charts.
4. Proceed to select the column containing the numbers of defects. In Section 14-3 we considered only cases in which the sample sizes are all the same, so select the Constant option and enter the sample size, such as the sample size of 10,000 used in Example 1 in Section 14-3. Click on Calculate and the $p$ chart will be displayed.

Projects
Use StatCrunch for the following exercises from this chapter.
1. Section 14-2, Exercises 11 and 12
2. Section 14-3, Exercise 10
3. Section 14-3, Exercise 12
Key Concept
A final project is an excellent activity that can be a valuable and rewarding experience for students in the introductory statistics course. This final project provides students with the opportunity to use principles of statistics in a real and interesting application. This section provides a suggested format for such a project.

Group Project vs. Individual Project
Although different topics could be assigned to individuals, group projects tend to be more effective because they help develop the interpersonal skills that are so necessary in today’s working environment. One study showed that the “inability to get along with others” is the main reason for firing employees, so a group project can be very helpful in preparing students for their future work environments. Groups of three, four, or five students work well. The professor should select groups with consideration given to important factors such as past class performance and attendance.

Oral Report
A 10- to 15-minute class presentation should involve all group members in a coordinated effort to clearly describe the important components of the study. Students typically have some reluctance to speak in public, so a brief oral report can be very helpful in building confidence. The oral report is an activity that can better prepare students for future professional activities.

Written Report
The main objective of the project is not to produce a written document equivalent to a term paper. However, a brief written report should be submitted, and it should include the following components:

1. List of data collected along with a description of how the data were obtained.
2. Description of the method of analysis
3. Relevant graphs and/or statistics, including STATDISK, Minitab, Excel, or TI-83/84 Plus displays
4. Statement of conclusions
5. Reasons why the results might not be correct, along with a description of ways in which the study could be improved, given sufficient time and money

Large Classes or Online Classes: Posters or PowerPoint
Some classes are too large for individual or group projects. Online classes are not able to meet as a group. For such classes, reports of individual or small group projects can be presented...
through posters similar to those found at conference poster sessions. Posters or Power-Point presentations summarizing important elements of a project can be submitted to professors for evaluation.

**Project Topics**  The “Cooperative Group Activities” listed near the end of each chapter include more than 100 suggestions for projects. The following comments about a survey can be another excellent source of project topics.

**Survey**  A survey can be an excellent source of data that can be used in a statistics project. The sample survey below collects information that can be used to address questions such as these:

1. When people “randomly” select digits (as in Question 2), are the results actually random?
2. Do the last four digits of social security numbers appear to be random?
3. Do males and females carry different amounts of change?
4. Do males and females have different numbers of credit cards?
5. Is there a difference in pulse rates between those who exercise and those who do not?
6. Is there a difference in pulse rates between those who smoke and those who do not?
7. Is there a relationship between exercise and smoking?
8. Is there a relationship between eye color and exercise?
9. Is there a relationship between exercise and the number of hours worked each week?
10. Is there a correlation between height and pulse rate?

---

**Survey**

1. _______ Female _______ Male
2. Randomly select four digits and enter them here: _______ _______ _______ _______
3. Eye color: __________________
4. Enter your height in inches: __________________
5. What is the total value of all coins now in your possession? __________________
6. How many keys are in your possession at this time? __________________
7. How many credit cards are in your possession at this time? ______
8. Enter the last four digits of your social security number. (For reasons of security, you can rearrange the order of these digits.) _______ _______ _______ _______
9. Record your pulse rate by counting the number of heartbeats for 1 minute: __________________
10. Do you exercise vigorously (such as running, swimming, cycling, tennis, basketball, etc.) for at least 20 minutes at least twice a week? ______ Yes ______ No
11. How many credit hours of courses are you taking this semester? __________________
12. Are you currently employed? ______ Yes ______ No
   If yes, how many hours do you work each week? __________________
13. During the past 12 months, have you been the driver of a car that was involved in an accident? ______ Yes ______ No
14. Do you smoke? ______ Yes ______ No
15. ______ Left-handed ______ Right-handed ______ Ambidextrous
**Key Concept** This section describes a general approach for the statistical analysis of data.

**Context, Source, Sampling Method** Instead of mindlessly plugging data into some particular statistical procedure, we should begin with some basic considerations, including these:

1. Clearly identify the *context* of the data (as discussed in Section 1-2).
2. Consider the *source* of the data and determine whether that source presents any issues of bias that might affect the validity of the data (as discussed in Section 1-2).
3. Consider the *sampling method* to ensure that it is the type of sampling likely to result in data that are representative of the population. Be especially wary of voluntary response samples.

**Exploring, Comparing, Describing** After collecting data, first consider exploring, describing, and comparing data. Start with an appropriate graph for the data. (For example, with sample data consisting of single values, construct a histogram, normal quantile plot, and boxplot. With paired data, construct a scatterplot.) Using the basic tools described in Chapters 2 and 3, consider the following:

1. *Center:* Find the mean and median, which are measures of center giving us an indication of where the middle of the data set is located.
2. *Variation:* Find the range and standard deviation, which are measures of the amount that the sample values vary among themselves.
3. *Distribution:* Construct a histogram to see the shape of the distribution of the data. Also construct a normal quantile plot and determine if the data are from a population having a normal distribution.
4. *Outliers:* Identify any sample values that lie very far away from the vast majority of the other sample values. If there are outliers, try to determine whether they are errors that should be corrected. If the outliers are correct values, study their effects by repeating the analysis with the outliers excluded.
5. *Time:* Determine if the population is stable or if its characteristics are changing over time.

**Inferences: Estimating Parameters and Hypothesis Testing** When trying to use sample data for making inferences about a population, it is often difficult to choose the best procedure. Figure 15-1 includes the major methods included in this book, along with a scheme for determining which of those methods should be used. Figure 15-1 applies to a fixed population. If the data are from a process that may change over time, construct a control chart (see Chapter 14) to determine whether the process is statistically stable. Figure 15-1 applies to process data only if the process is statistically stable. In addition to the procedures identified in Figure 15-1, there are many other methods that might be more suitable for a particular statistical analysis. Consult your friendly professional statistician for help with other methods.

**Conclusions and Practical Implications** After completing the statistical analysis, we should state conclusions in a way that is clear to those unfamiliar with statistics and its terminology, and we should carefully avoid making statements not justified by the statistical analysis (such as using a correlation to conclude that one variable is the *cause* of the other). Also, we should identify practical implications of the results.
**Perspectives**

**Key Concept** No single introductory statistics course can make anyone an expert statistician. The introductory course has a limited scope, and many important topics are not included.

Successful completion of an introductory statistics course results in benefits that extend far beyond the attainment of credit toward a college degree. You will have improved job marketability. You will be better prepared to critically analyze reports in the media and professional journals. You will understand the basic concepts of probability and chance. You will know that in attempting to gain insight into a set of data, it is important to consider the context of the data, the source of the data, and the sampling methods used. You will know that, given sample data, you should investigate measures of center (such as mean and median), measures of variation (such as range and standard deviation), and other inferential procedures.
deviation), the distribution (via a frequency distribution or graph), the presence of outliers, and whether the population is stable or is changing over time. You will know and understand the importance of estimating population parameters (such as mean, standard deviation, and proportion), as well as testing claims made about population parameters.

Throughout this text we have emphasized the importance of good sampling methods. You should recognize that a bad sample may be beyond repair by even the most expert statisticians using the most sophisticated techniques. There are many mail, magazine, and telephone call-in surveys that allow respondents to be “self-selected.” The results of such surveys are generally worthless when judged according to the criteria of sound statistical methodology. Keep this in mind when you encounter voluntary response (self-selected) surveys, so that you don’t let them affect your beliefs and decisions. You should also recognize, however, that many surveys and polls obtain very good results, even though the sample sizes might seem to be relatively small. Although many people refuse to believe it, a nationwide survey of only 1200 voters can provide good results if the sampling is carefully planned and executed.

Throughout this text we have emphasized the interpretation of results. Computers and calculators are quite good at yielding results, but such results generally require careful interpretation. We should recognize that a result is not automatically valid simply because it was computer-generated. Computers don’t think, and they are quite capable of providing results that are quite ridiculous when considered in the context of the real world. We should always apply the most important and indispensable tool in all of statistics: common sense!

The Educated Person  Once upon a time, a person was considered to be educated if he or she could simply read. That time has long passed. Today, an educated person is capable of critical thinking, possesses an intellectual curiosity, and can communicate effectively both orally and in writing. An educated person can relate to all other people, including those from different cultures, as well as those who might not be so educated. An educated person has statistical literacy and an ability to think statistically. Successful completion of an introductory statistics course is a great achievement of a truly educated person.
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Multiple coefficient of determination, 562–563
Multiple comparison test, 637–638
Multiple regression, 560–572
Multiplication rule, 159–167, 166–167, 171–175
Multistage sampling design, 28, 30
N
National Children’s Study, 29
National park visiting problem, 185
NBA salaries, 564
NFL kicker, 565
Nicotine patch therapy study, 338
Nielsen ratings, 43, 332
Nightingale, Florence, 62
Nominal data, 13–14, 15, 667–668
sign test, 667–668
Nonparametric methods, 660–713
advantages, 662
definition, 662
disadvantages, 662–663
efficiency rating, 662–663
Kruskal-Wallis test, 686–689
matched pairs, 666–667, 674–677
median of single population, 669–670, 677–678
nominal data, 667–668
rank correlation, 662, 691–696
runs test for randomness, 699–705
sign test, 663–671
summary, 707
ties in ranks, 683
Wilcoxon rank-sum test, 680–683
Wilcoxon signed-ranks test, 674–679
Nonresponse, 22
Nonsampling errors, 34
Normal distribution, 30, 56–57, 248–325. See also Standard
normal distribution
applications, 264–271
assessment, 309–314
binomial distribution approximation, 299–305
bivariate, 520
central limit theorem, 287–295
definition, 250
finding values, 267–269
nonstandard, 264–265
normal quantile plot, 309–311
sampling distribution, 276–285
Normality, 322, 346, 433
Normal quantile plot, 309–311
Null hypothesis, 395–397, 402–404
accept/fail to reject, 403–404
Numbers, precise, 22–23
Numerical data, 12–13
O
Observational study, 26–27, 30, 31
Odds, 146–147
Odds ratio, 152
Ogive, 61
One-tailed test, 528
Online classes, 742–743
Oral contraceptive survey, 631
Oral report, 742
Ordinal data, 14, 15
Outcomes, possible, 142–143
Outdoor darkness problem, 175
Outliers, 46, 115–116, 123, 124, 542–543

P
Pacemaker quality control problem, 162–165
Pain medicine study, 581
Paired data, 518, 520
Palmistry, 525
Parachuting safety, 309
Parameter, 12
Pareto chart, 63
Passwords, 184
Payoff odds, 147
p chart, 728–731
Pearson product moment correlation coefficient, 519–521
Penny weight problem, 51, 64–65
Per capita income problem, 89–90
Percentages
  decimal conversion, 21
  misleading, 20–21
  principles, 21
  proportion conversion, 328
Percentiles, 116–119
Permutations rule, 186–187
Personal security code study, 166
Perspectives, 745–746
Pictograph, 71–72
Pie chart, 63–64
Pizza/subway fare price problem, 517, 521–523, 527–529,
  538–539, 540–542, 543, 545–546, 553–554, 555, 556
Placebo effect, 28, 32, 251
Poisson distribution, 234–237
Polls. See Surveys
Pooled estimate, 480–481
Pooled estimate of \( \sigma^2 \), 480, 481
Pooled sample proportion, 463
Population
  definition, 4
  finite, 295
  size, 336
  standard deviation, 103
  variance, 103–104
Population mean. See Mean
Population model, 571–572
Population proportion. See Proportion
Population size problem, 571–572
Population variance. See Variance
Power, 407–408
Power supply problem, 251–252
Practical significance, 7–8
Precise numbers, 22–23
Prediction, regression equation, 539–542
Prediction intervals, 554–556
Predictor variable, 536–537
Pregnancy test problem, 199
Presidential election problem, 142
Prices, 15
Primary sampling units, 28
Prisoner experimentation study, 446
Probability, 138–147
  addition rule, 152–156
  “at least one,” 171–172
  classical approach, 139–140, 143
  combinations rule, 187–189
  complementary events, 144–146, 155–156
  complements, 171–172
  conditional, 161–162, 173–174
  counting, 184–189
  factorial rule, 185
  intuitive approach, 173–174
  law of large numbers, 141
  legal application, 163
  multiplication rule, 159–167
  notation, 139
  odds, 146–147
  permutations rule, 186–187
  rare event rule, 138
  relative frequency approach, 143
  relative frequency approximation, 139, 140
  rounding off, 145
  simulations, 144, 178–181, 198
  subjective, 139, 140, 142
  z scores, 253–258
Probability distribution, 202–247. See also Normal distribution;
  Standard normal distribution
  binomial, 218–224
  definition, 205
  expected value, 212–213
  mean, 208–209
  multinomial, 229
  Poisson distribution, 234–237
  probability histogram, 207–208
  random variables, 205–214
  requirements, 207–208
  simulations, 244
  standard deviation, 208–209
  unusual results, 210–212
  variance, 208–209
Index

Probability histogram, 207–208
Probability sample, 27
Probability value. See P-value
Procedures, 744–745
Process data, 716
Projects, 742–743
Proportion, 328–339
  confidence interval, 329–331, 333–335, 463, 465–468
  critical values, 331–332
  definition, 329
  hypothesis testing, 412–419, 463–465
  inferences about two proportions, 456–463
  margin of error, 332–333, 337–338
  notation, 462
  point estimate, 328–329, 337–338
  sample size, 336–338
  sampling distribution, 279–285, 283–284
  testing a claim, 412–419, 451
  test statistic, 413, 463
Prosecutor’s fallacy, 174
Prospective (longitudinal, cohort) study, 30, 31
Publication bias, 20
Pulse rate problem, 47, 48–49, 50–51, 60, 61, 62, 123, 124, 125
Push polling, 371
P-value, 146
P-value method
  chi-square distribution, 587–588, 592–593
  multiple regression, 562–563
  student t distribution, 435–438

Q
Quadratic mean, 98–99
Qualitative (categorical, attribute) data, 12
Quality control. See Control charts
Quality control problem, 163–165
Quantitative data, 12–13
Quarter weight problem, 499–501
Quartiles, 119–120
Questions
  loaded, 21
  nonresponse, 22
  order of, 21–22
  wording of, 21
Queuing theory, 235

R
Randomization, 31
Randomness, runs test, 699–705
Random numbers, 179–180
Random sample, 28, 29, 327
Random selection, 4
Random variables, 205–214
  binomial probability distribution, 218–223
  continuous, 206–207, 250
  definition, 205
  discrete, 206
  expected value, 212–213
  probability histogram, 207–208
  uniform distribution, 251–252
Range, 100
Range chart, 719–722
Range rule of thumb, 104–106, 210
Range tests, 637
Rank, 663
Rank correlation test, 662, 691–696
Rare event rule, 138, 146, 193, 210–211, 292, 393
Ratio data, 15
R chart, 719–722
Real estate sales study, 476
Redundancy problem, 160, 166–167
Refusals, 643
Regression, 536–547
  coefficient of determination, 553–554
  equation/line, 536–539
  guidelines, 546, 563
  influential points, 542–543
  interpretation, 542
  least-squares property, 543–544
  logistic, 564–566
  marginal change, 542
  multiple, 560–572
  outliers, 542–543
  predictions, 539–542
  residuals, 543–544
  standard error of estimate, 554–555
Regression line, 536–539
Relative frequency distribution, 49
Relative frequency histogram, 56
Relative frequency polygon, 60
Relative risk, 152
Relative standing, 114–126
  percentiles, 116–119
  quartiles, 119–120
  z scores, 114–116
Reliability, 231
Replication, 32
Residual, 543–544
Residual plots, 544–546
Retrospective (case-control) study, 30, 31
Right-tailed test, 402, 444, 528
Rigorously controlled experiment, 33, 636
Roosevelt, Franklin D., 3
Root mean square, 98–99
Rosenthal effect, 28
Roulette problem, 147, 212–213
Rounding, error, 88
Round-off rule
  confidence interval, 334, 347
  linear correlation coefficient, 521
Round-off rule (Continued)
mean, 88, 210
measures of variation, 100
median, 88
midrange, 88
probabilities, 145
proportion, 334
regression, 537
sample size, 336, 350
standard deviation, 210
variance, 210
z score, 114
Rule of complementary events, 156
Run charts, 716–719
Runs test for randomness, 699–705
Ryan-Joiner test, 313
S
Saccucci, Michael, 459
Salk vaccine study, 26, 31, 146
Sample(s)
bad, 18–19
biased, 18, 404
definition, 4
dependent, 473
independent, 463, 473, 474
mean, 345–346
multistage design, 28, 30
probability, 27
random, 28, 29, 327
self-selected (voluntary response), 6, 18–19, 143
simple random, 27
small, 20, 311
space, 139
standard deviation. See also Standard deviation
variance, 103–104
variance between, 631–632
variance within, 631–632
voluntary (self-selected), 6, 18–19, 143
Sample proportion, 329, 337–338
pooled, 463
Sample size (n), 85
equal, 632–634
mean, 346, 349–351, 364
proportion, 336–338
round-off rule, 336, 350
standard deviation, 350–351
unequal, 634–636
variance, 376–377
Sampling
bootstrap, 384–385
cluster, 28
composite, 173
convenience, 28
distribution, 276–285
errors, 34
multistage, 28
random, 28, 29, 327
with replacement, 284–285
simple random, 27
stratified, 28
systematic, 28
without replacement, 295
Sampling distribution, 276–285
central limit theorem, 287–295, 322
definition, 276
estimators, 280–282
mean, 276–277
proportion, 279–285, 283–284
range, 282–283
variance, 277–279
x, 288–289
SAT test, 145, 560
Scatterplot, 64–65, 518–519
Schering-Plough Corporation study, 732
Schiavo, Terri, 45, 71
Screw length problem, 293–294
Seat belt study, 86
Second (time), definition, 99
Sehlinger, Bob, 81
Self-interest study, 22
Self-selected (voluntary) sample, 6
Serial killer problem, 585, 602–603
Shakespeare, William, 153
Significance, 7–8
Significance level, 399
Sign test, 663–671
Simple event, 139
Simple random sample, 27, 28
Simulations, 144, 178–181, 198, 455
Six degrees of separation, 42
Six Sigma programs, 730
Skewness, 92
Slope, regression equation, 537–539
Soda can filling problem, 292–293
Software/calculator results, 41, 57
binomial probability, 221–222, 224
boxplots, 125
certainty interval, 339, 364–365, 377
contingency tables, 606
correlation, 530
data generation, 510–511
descriptive statistics, 93
descriptive summary, 126
goodness-of-fit, 593
graphs, 67
histogram, 56–57
hypothesis testing, 419, 429, 438, 447
Kruskal-Wallis test, 689
McNemar's test, 615
mean-matched pairs, 493
mean-two independent samples, 481
modeling, 572–573
multiple regression, 566–567
normal distribution, 271
normal distribution area, 254
normality, 322
normal quantile plot, 314
one-way ANOVA, 639
outliers, 126
Poisson probability, 237
probability distribution, 221–223
proportion-two samples, 468
random numbers, 179–180
rank correlation, 696
R chart, 725
regression, 546–547, 557
run chart, 725
runs test for randomness, 705
sample size, 351, 364–365
sign test, 671
simulation, 455
standard deviation–two samples, 502
standard normal distribution, 253–254
two-way ANOVA, 648–649
Wilcoxon rank-sum test, 683
Wilcoxon signed-ranks test, 678
X chart, 725
z score, 260–261
Spearman's rank correlation coefficient, 693
Spearman's rank correlation test, 662, 691–696
Spread. See Variation
SS(error), 635
SS(total), 634–635
SS(treatment), 635
Standard deviation, 208–210
binomial distribution, 229–231
calculation, 100–103
Chebyshev's theorem, 107
comparing two samples, 497–502
density curve, 253
confidence interval, 447
definition, 100–103
density curve, 253
empirical rule, 106–107
estimation, 104–105, 373–377
interpretation, 104–106
mean absolute deviation, 107–108
pooled estimate, 480–481
population, 103
properties, 105–106
range rule of thumb, 104–106
range rule of thumb, 104–106
rationale, 107–108
range rule of thumb, 104–106
sample size, 350–351
testing a claim, 443–447, 451
standard deviation, 208–210
V
vectors, 30
Variance
variable, 19
variation, 19
variation, 19
Wilcoxon rank-sum test, 683
Wilcoxon signed-ranks test, 678
X chart, 725
z score, 260–261
Spearman's rank correlation coefficient, 693
Spearman's rank correlation test, 662, 691–696
Spread. See Variation
SS(error), 635
SS(total), 634–635
SS(treatment), 635
Standard deviation, 208–210

Standard normal distribution, 251–261
definition, 253
density curve, 253
finding probabilities, 253–258
finding z score, 258–260
Standard score. See z score
STADIST. See Software/calculator results
Statistic, 12
Statistically stable process, 717
Statistical significance, 7–8
Statistical thinking, 4–9
Statistics, 4
 misuse of, 17–23
 origin of, 12
Statistic study, evaluation of, 5
Stemplot, 61–62
Stock investment study, 102
Stratified sampling, 28, 29
Student evaluation study, 523
Student t distribution, 355–357, 359–360, 433
P-value, 435–438
vs. z score, 360–362
Subjective probability, 139, 140, 142
Successes (x), 416–417
Suggesting, 22
Super Bowl game, 478, 552
Surveys
analysis, 335
AOL, 457
callbacks, 219
ethics, 680
gender effects, 604–605
mail, 301–303
margin of error, 464
nonresponse, 22
personal vs. mail/phone, 631
project, 743
question order, 21–22
question wording, 21, 686
refusal rates, 643
self-interest, 22
self-selected, 18–19
voluntary response, 18–19, 143
Symmetric data, 92
Syphilis testing study, 173
Systematic sampling, 28, 29

T
Tank production study, 348
t distribution. See Student t distribution
Telekinesis study, 171
Television viewing study, 332
Temperature
body, 15, 669–670, 677–678
environmental, 717, 721–722, 724–725
global, 703–704, 715, 716

Index 855
Test of homogeneity, 603–606
Test of independence, 598–603
Test of significance. See Hypothesis testing
Test statistic, 397–398
assessment, 398–401
critical region, 399, 401
critical value, 399
dependent sample, 488
goodness-of-fit test, 587, 592–593
Kruskal-Wallis test, 687
linear correlation, 526–527
McNemar’s test, 612
mean, 397–398, 425, 433, 474–475, 478–481
one-way ANOVA, 631–632, 636
proportion, 413, 414, 415
P-value, 400–401
rank correlation, 692
runs test for randomness, 701
significance level, 399
sign test, 664, 670–671
standard deviation/variance, 443
test of homogeneity, 603–605
test of independence, 599, 600
two means, 474–475, 478
two proportions, 463, 467
two variances, 498
Wilcoxon rank-sum test, 680–682
Wilcoxon signed-ranks test, 674
Test taking problem, 159–160
Thanksgiving Day, 144
Theft identification study, 473
Thermometer testing problem, 255–257, 258–259
Time, 46
Time-series graph, 65
TI-83/84 Plus. See Software/calculator results
Tire defect problem, 172
Tobacco studies, children’s movies, 313
Topics, project, 743
Transmission gearbox quality, 499
Traveling salesman problem, 185–186
Treatment (factor), 629
Tree diagram, 160
Trimmed mean, 98
Twin research, 487, 490
Two-tailed test, 402, 444
Type I errors, 404–405
Type II errors, 404–405

U
Unbiased estimator, 103–104
Unemployment statistics, 28, 30
Unexplained deviation, 551–554
Uniform distribution, 251–252
Unusual results, 210–212, 305
Unusual values, 115–116

V
Upper class limits, 47
Upper control limits, 719–722
Validity, 231
Variables, 32–34
controlling, 32–34
dichotomous, 564
dummy, 564–566
explanatory (predictor, independent), 536–537
lurking, 526
random. See Random variables
response (dependent), 536–537
Variance, 208–210. See also Analysis of variance (ANOVA)
binomial distribution, 229–231
chi-square distribution, 370–373
comparing two samples, 497–502
confidence interval, 373–377
definition, 103
mean absolute deviation, 107–108
sample, 103–104
sample size, 376–377
sample variance, 103–104
sampling distribution, 277–279
testing a claim, 443–447, 451
Variation, 551–557
assignable, 719
between/within samples, 631–632
coefficient, 553–554
coefficient of variation, 108–109
control chart, 716–723
definition, 46
explained/unexplained deviation, 551–554
measures, 99–109
prediction intervals, 554–556
random, 719
range, 100
standard deviation, 100–103, 104–106
standard error of estimate, 554–555
Venn diagram, 155, 156
Video game study, 362–363
Vocabulary size study, 153
Voltage level problem, 251–252, 374–375
Voluntary sample, 6
Voluntary (self-selected) sample, 18–19, 143
Voting behavior, 20, 465

W
Water taxi safety problem, 249, 290–292
Weighted mean, 91
Weight gain problem, 461, 488–492, 666–667, 676–677, 702
Weight problems, 109, 347–348, 588–590
Width, class, 47
Wilcoxon rank-sum test, 680–683
Wilcoxon signed-ranks test, 674–679
Wildlife population size, 347
Wilson score confidence interval, 339
Words spoken problem, 83–84, 85, 102–103, 122–123
Written report, 742

X
\( \bar{x} \), sampling distribution, 288–289
\( \bar{x} \) chart, 723–725

Y
\( y \)-intercept, 536–539

Z
\( z \) score, 114–116
vs. area, 267
critical value, 331–332
definition, 114
finding, 258–260
notation, 331
standard normal distribution, 253–258
vs. student \( t \) distribution, 360–362
unusual values, 115–116
### Ch. 3: Descriptive Statistics

- Mean
  \[ \bar{x} = \frac{\sum x}{n} \]
- Mean (frequency table)
  \[ \bar{x} = \frac{\sum f \cdot x}{\sum f} \]
- Standard deviation
  \[ s = \sqrt{\frac{\sum (x - \bar{x})^2}{n-1}} \]
  or
  \[ s = \sqrt{\frac{n(\sum x^2) - (\sum x)^2}{n(n-1)}} \]
- Standard deviation (frequency table)
  \[ s = \sqrt{\frac{n[(\sum f \cdot x^2)] - [(\sum f \cdot x)]^2}{n(n-1)}} \]
- Variance
  \[ \text{variance} = s^2 \]

### Ch. 4: Probability

- Permutation
  \[ P(A \text{ or } B) = P(A) + P(B) \quad \text{ if } A, B \text{ are mutually exclusive} \]
- Combinations
  \[ \binom{n}{r} = \frac{n!}{r!(n-r)!} \]

### Ch. 5: Probability Distributions

- Mean (prob. dist.)
  \[ \mu = n \cdot p \]
- Variance (binomial)
  \[ \sigma^2 = n \cdot p \cdot q \]
- Standard deviation (binomial)
  \[ \sigma = \sqrt{n \cdot p \cdot q} \]
- Poisson distribution
  \[ \mu = \lambda_P \]
  \[ \sigma = \lambda_P \]

### Ch. 6: Normal Distribution

- Standard score
  \[ z = \frac{x - \bar{x}}{s} \text{ or } \frac{x - \mu}{\sigma} \]
- Central limit theorem
  \[ \mu_x = \mu \]
- Central limit theorem (Standard error)
  \[ \sigma_x = \frac{\sigma}{\sqrt{n}} \]

### Ch. 7: Confidence Intervals (one population)

- Proportion
  \[ \hat{p} - E < p < \hat{p} + E \]
  where
  \[ E = \frac{z_{\alpha/2} \sqrt{pq}}{n} \]
- Mean
  \[ \bar{x} - \mu < \bar{x} + E \]
  where
  \[ E = \frac{z_{\alpha/2} \sigma}{\sqrt{n}} \] (\( \sigma \text{ known} \))
  or
  \[ E = t_{n-2} \frac{s}{\sqrt{n}} \] (\( \sigma \text{ unknown} \))
  \[ \frac{(n-1)s^2}{\chi^2_{n-1}} < \sigma^2 < \frac{(n-1)s^2}{\chi^2_1} \] Variance

### Ch. 7: Sample Size Determination

- Proportion
  \[ n = \left[ \frac{z_{\alpha/2}^2 \cdot 0.25}{E^2} \right] \]
- Mean
  \[ n = \left[ \frac{z_{\alpha/2}^2 \cdot \bar{x}^2}{E^2} \right] \]

### Ch. 9: Confidence Intervals (two populations)

- (\( \bar{x}_1 - \bar{x}_2 \))
  \[ (\bar{x}_1 - \bar{x}_2) - E < (\bar{x}_1 - \bar{x}_2) < (\bar{x}_1 - \bar{x}_2) + E \]
  \[ \text{where } E = \frac{z_{\alpha/2} \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}}{n} \]
- (\( \mu_1 - \mu_2 \))
  \[ (\mu_1 - \mu_2) - E < (\mu_1 - \mu_2) < (\mu_1 - \mu_2) + E \] (Indep.)
  \[ \text{where } E = t_{n-2} \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}} \] (df = smaller of \( n_1 - 1, n_2 - 1 \))
- (\( \sigma_1 \) and \( \sigma_2 \) unknown and not assumed equal)
  \[ E = t_{n-2} \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}} \] (df = \( n_1 + n_2 - 2 \))
  \[ \frac{s_1^2}{n_1} + \frac{s_2^2}{n_2} = \frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{(n_1 - 1) + (n_2 - 1)} \]
- (\( \sigma_1 \) and \( \sigma_2 \) unknown but assumed equal)
  \[ E = \frac{z_{\alpha/2} \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}}{n} \]
  (\( \sigma_1, \sigma_2 \text{ known} \))
- (Matched pairs)
  \[ \bar{d} - E < \bar{d} + E \]
  \[ \text{where } E = t_{n-1} \frac{s_d}{\sqrt{n}} \] (df = \( n - 1 \))
### Ch. 8: Test Statistics (one population)

- **Proportion—one population**
  
  \[
  z = \frac{\hat{p} - p}{\sqrt{\frac{p\hat{q}}{n}}}
  \]

- **Mean—one population (\( \sigma \) known)**
  
  \[
  z = \frac{\bar{x} - \mu}{\sigma / \sqrt{n}}
  \]

- **Mean—one population (\( \sigma \) unknown)**
  
  \[
  t = \frac{\bar{x} - \mu}{s / \sqrt{n}}
  \]

- **Standard deviation or variance—one population**
  
  \[
  \chi^2 = \frac{(n - 1)s^2}{\sigma^2}
  \]

### Ch. 9: Test Statistics (two populations)

- **Two proportions**
  
  \[
  z = \frac{(\hat{p}_1 - \hat{p}_2) - (p_1 - p_2)}{\sqrt{\frac{\hat{p}\hat{q}}{n_1} + \frac{\hat{p}\hat{q}}{n_2}}}
  \]

  where \( \hat{p} = \frac{x_1 + x_2}{n_1 + n_2} \)

  \[
  t = \frac{(\bar{x}_1 - \bar{x}_2) - (\mu_1 - \mu_2)}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}}
  \]

  where \( s_1^2 = \frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{n_1 + n_2 - 2} \)

- **Two means—matched pairs**
  
  \[
  t = \frac{\bar{d} - \mu_d}{s_d / \sqrt{n}}
  \]

  \( (df = n - 1) \)

### Ch. 10: Linear Correlation/Regression

- **Correlation**
  
  \[
  r = \frac{n\Sigma xy - (\Sigma x)(\Sigma y)}{\sqrt{n}\Sigma x^2 - (\Sigma x)^2} \quad \text{or} \quad r = \frac{\sum(x_i - \bar{x})(y_i - \bar{y})}{n - 1}
  \]

  \( z_x = z \text{ score for } x \), \( z_y = z \text{ score for } y \)

- **Slope**
  
  \[
  b_1 = \frac{n\Sigma xy - (\Sigma x)(\Sigma y)}{n\Sigma x^2 - (\Sigma x)^2}
  \]

  \( b_0 = \bar{y} - b_1\bar{x} \)

- **\( y \)-Intercept**
  
  \( \hat{y} = b_0 + b_1x \)

  Estimated eq. of regression line

- **\( r^2 \)**
  
  \[
  r^2 = \frac{\text{explained variation}}{\text{total variation}}
  \]

  \[
  s_e = \sqrt{\frac{\sum(y - \hat{y})^2}{n - 2}} \quad \text{or} \quad s_e = \sqrt{\frac{\sum y^2 - b_2\Sigma y - b_1\Sigma xy}{n - 2}}
  \]

  \[
  \hat{y} - E < y < \hat{y} + E \quad \text{Prediction interval}
  \]

  \[
  E = t_{n/2} s_e \sqrt{1 + \frac{1}{n} + \frac{m(x_0 - \bar{x})^2}{n\Sigma x_0^2 - (\Sigma x)^2}}
  \]

### Ch. 11: Goodness-of-Fit and Contingency Tables

- **Goodness-of-fit**
  
  \[
  \chi^2 = \sum \frac{(O - E)^2}{E}
  \]

  \( (df = k - 1) \)

- **Contingency table**
  
  \[
  \chi^2 = \sum \frac{(O - E)^2}{E}
  \]

  \( (df = (r - 1)(c - 1)) \)

  \[E = \frac{(\text{row total})(\text{column total})}{(\text{grand total})}\]

- **McNemar’s test for matched pairs**
  
  \[
  \chi^2 = \frac{(b - c - 1)^2}{b + c}
  \]

  \( (df = 1) \)

### Ch. 12: One-Way Analysis of Variance

Procedure for testing \( H_0: \mu_1 = \mu_2 = \mu_3 = \cdots \)

1. Use software or calculator to obtain results.
2. Identify the \( P \)-value.
3. Form conclusion:
   - If \( P \)-value \( \leq \alpha \), reject the null hypothesis of equal means.
   - If \( P \)-value \( > \alpha \), fail to reject the null hypothesis of equal means.

### Ch. 12: Two-Way Analysis of Variance

Procedure:

1. Use software or a calculator to obtain results.
2. Test \( H_0 \): There is no interaction between the row factor and column factor.
3. Stop if \( H_0 \) from Step 2 is rejected.
   - If \( H_0 \) from Step 2 is not rejected (so there does not appear to be an interaction effect), proceed with these two tests:
     1. Test for effects from the row factor.
     2. Test for effects from the column factor.
### Ch. 13: Nonparametric Tests

- **Sign test for** \( n > 25 \)
  
  \[
  z = \frac{(x + 0.5) - (n/2)}{\sqrt{n/2}}
  \]

- **Wilcoxon signed ranks** (matched pairs and \( n > 30 \))
  
  \[
  z = \frac{T - n(n + 1)/4}{\sqrt{n(n + 1)(2n + 1)/24}}
  \]

- **Wilcoxon rank-sum** (two independent samples)
  
  \[
  z = \frac{R - \mu_R}{\sigma_R} = \frac{R - \frac{n_1(n_1 + n_2 + 1)}{2}}{\sqrt{\frac{n_1n_2(n_1 + n_2 + 1)}{12}}}
  \]

- **Kruskal-Wallis** (chi-square \( df = k - 1 \))
  
  \[
  H = \frac{12}{N(N + 1)} \left( \frac{R_1^2}{n_1} + \frac{R_2^2}{n_2} + \cdots + \frac{R_k^2}{n_k} \right) - 3(N + 1)
  \]

- **Ranks test**
  
  \[
  n = 1 - \frac{6\sum d^2}{n(n^2 - 1)}
  \]

- **Ch. 14: Control Charts**

  **R chart:** Plot sample ranges
  
  - **UCL:** \( D_4 \bar{R} \)
  - **Centerline:** \( \bar{R} \)
  - **LCL:** \( D_3 \bar{R} \)

  **\( \bar{x} \) chart:** Plot sample means
  
  - **UCL:** \( \bar{X} + A_2 \bar{R} \)
  - **Centerline:** \( \bar{X} \)
  - **LCL:** \( \bar{X} - A_2 \bar{R} \)

  **p chart:** Plot sample proportions
  
  - **UCL:** \( \bar{p} + 3\sqrt{\bar{p}\hat{q}/n} \)
  - **Centerline:** \( \bar{p} \)
  - **LCL:** \( \bar{p} - 3\sqrt{\bar{p}\hat{q}/n} \)

### Table A-6: Critical Values of the Pearson Correlation Coefficient \( r \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \alpha = .05 )</th>
<th>( \alpha = .01 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>.950</td>
<td>.990</td>
</tr>
<tr>
<td>5</td>
<td>.878</td>
<td>.959</td>
</tr>
<tr>
<td>6</td>
<td>.811</td>
<td>.917</td>
</tr>
<tr>
<td>7</td>
<td>.754</td>
<td>.875</td>
</tr>
<tr>
<td>8</td>
<td>.707</td>
<td>.834</td>
</tr>
<tr>
<td>9</td>
<td>.666</td>
<td>.798</td>
</tr>
<tr>
<td>10</td>
<td>.632</td>
<td>.765</td>
</tr>
<tr>
<td>11</td>
<td>.602</td>
<td>.735</td>
</tr>
<tr>
<td>12</td>
<td>.576</td>
<td>.708</td>
</tr>
<tr>
<td>13</td>
<td>.553</td>
<td>.684</td>
</tr>
<tr>
<td>14</td>
<td>.532</td>
<td>.661</td>
</tr>
<tr>
<td>15</td>
<td>.514</td>
<td>.641</td>
</tr>
<tr>
<td>16</td>
<td>.497</td>
<td>.623</td>
</tr>
<tr>
<td>17</td>
<td>.482</td>
<td>.606</td>
</tr>
<tr>
<td>18</td>
<td>.468</td>
<td>.590</td>
</tr>
<tr>
<td>19</td>
<td>.456</td>
<td>.575</td>
</tr>
<tr>
<td>20</td>
<td>.444</td>
<td>.561</td>
</tr>
<tr>
<td>25</td>
<td>.396</td>
<td>.505</td>
</tr>
<tr>
<td>30</td>
<td>.361</td>
<td>.463</td>
</tr>
<tr>
<td>35</td>
<td>.335</td>
<td>.430</td>
</tr>
<tr>
<td>40</td>
<td>.312</td>
<td>.402</td>
</tr>
<tr>
<td>45</td>
<td>.294</td>
<td>.378</td>
</tr>
<tr>
<td>50</td>
<td>.279</td>
<td>.361</td>
</tr>
<tr>
<td>60</td>
<td>.254</td>
<td>.330</td>
</tr>
<tr>
<td>70</td>
<td>.236</td>
<td>.305</td>
</tr>
<tr>
<td>80</td>
<td>.220</td>
<td>.286</td>
</tr>
<tr>
<td>90</td>
<td>.207</td>
<td>.269</td>
</tr>
<tr>
<td>100</td>
<td>.196</td>
<td>.256</td>
</tr>
</tbody>
</table>

**NOTE:** To test \( H_0: \rho = 0 \) against \( H_1: \rho \neq 0 \), reject \( H_0 \) if the absolute value of \( r \) is greater than the critical value in the table.

### Control Chart Constants

<table>
<thead>
<tr>
<th>Subgroup Size</th>
<th>( A_2 )</th>
<th>( D_3 )</th>
<th>( D_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.880</td>
<td>0.000</td>
<td>3.267</td>
</tr>
<tr>
<td>3</td>
<td>1.023</td>
<td>0.000</td>
<td>2.574</td>
</tr>
<tr>
<td>4</td>
<td>0.729</td>
<td>0.000</td>
<td>2.282</td>
</tr>
<tr>
<td>5</td>
<td>0.577</td>
<td>0.000</td>
<td>2.114</td>
</tr>
<tr>
<td>6</td>
<td>0.483</td>
<td>0.000</td>
<td>2.004</td>
</tr>
<tr>
<td>7</td>
<td>0.419</td>
<td>0.076</td>
<td>1.924</td>
</tr>
</tbody>
</table>
Inferences about $\mu$: choosing between $t$ and normal distributions

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>$\sigma$ not known and normally distributed population or $\sigma$ not known and $n &gt; 30$</td>
</tr>
<tr>
<td>Normal</td>
<td>$\sigma$ known and normally distributed population or $\sigma$ known and $n &gt; 30$</td>
</tr>
</tbody>
</table>

Nonparametric method or bootstrapping: Population not normally distributed and $n \leq 30$
### StatCrunch Procedure for Goodness-of-Fit
1. Sign into StatCrunch, then click on `Open StatCrunch`.
2. Enter the row labels in a column, then enter the frequency counts.
3. Click on `Data` and then click on the option of `Uniform distribution`.
4. In the next window, select all columns used for the observed frequencies.
5. In the next window, select the column used for the expected frequencies.
6. Click on `Calculate` and the results will be displayed. The results include the chi-square test statistic and the P-value.
7. Repeat Project 1 using these outcomes from another die: 13, 12, 8, 12, 7, 8.

### StatCrunch Procedure for Contingency Tables
1. Sign into StatCrunch, then click on `Contingency`.
2. Enter the row labels in a column, then enter the frequency counts in separate columns.
3. Click on `Table` and then click on the option of `Contingency`.
4. In the next window, select all columns used for the observed frequencies.
5. In the next window, select the column used for the expected frequencies.
6. Click on `Calculate` and the results will be displayed. The results include the chi-square test statistic and the P-value.

### Example 1
**Question:** Why Do Doorways Have a Height of 6 ft 8 in? The doorway height has a mean of 6 ft 8 in., or 80 in. Because men tend to be taller than women, we will consider only men as we investigate the limitations of the standard doorway height. Given that heights of men are normally distributed with a mean of 69.0 in. and a standard deviation of 2.8 in., find the percentage of men who can fit through the standard doorway without bending or bumping their head. Is that percentage high enough to continue using 80 in. as the standard height? Will a doorway height of 80 in. be sufficient in future years?

**Solution:**

1. **Step 1:** See Figure 6-12, which incorporates this information. Men have heights that are normally distributed with a mean of 69.0 in. and a standard deviation of 2.8 in. The shaded region represents the men who can fit through a doorway that has a height of 80 in.

2. **Step 2:** To restandardize 80 in. is used.

### New! StatCrunch Projects
Offer hands-on practice and in-depth analysis opportunities using this robust software.
MyStatLab Enhancements for Elementary Statistics

- Increased exercise coverage provides even more opportunities to practice and gain mastery of statistics.
- NEW! Reading assessment questions allow students to check their understanding of the concepts.
- NEW! Conceptual Question Library helps students develop strong analytical skills and conceptual understanding with 1,000 new critical thinking questions.

- StatCrunch eText: this interactive, online textbook now includes StatCrunch—a powerful, web-based statistical software. Embedded StatCrunch buttons allow users to open all data sets and tables from the book and immediately analyze with StatCrunch.

EXAMPLE 1: Constructing Various Displays of Data

The number of college credits completed by a sample of 53 Elementary Statistics students is shown below. Use this information to respond to the questions that follow.

| 9 | 9 | 9 | 12 | 12 | 12 | 12 | 18 | 18 | 18 | 19 | 20 | 27 | 30 | 30 | 33 | 35 | 35 | 37 | 39 | 39 | 42 | 43 | 43 | 45 | 47 | 50 | 50 | 52 | 53 | 56 | 57 | 57 | 57 | 60 | 64 | 65 | 66 | 70 | 72 | 73 | 76 | 76 | 80 | 84 | 90 | 92 | 103 | 106 | 109 | 109 | 120 | 120 |

1. We want to create a frequency distribution with five classes. What class width should we use?

   \[
   \text{Class width} = \frac{\text{high data value} - \text{low data value}}{\text{total number of classes}} = \frac{120 - 9}{5} = 22.5
   \]

   Since our data values are whole numbers, our class width should also be a whole number. We round up to the next highest whole number. Therefore, \( \text{Class width} = 23 \).

2. What are the class limits of the five classes in our frequency distribution?

   The lower class limit of the first class is the lowest data value. Use the class width to compute the class limits of each new class.

   - First class: \( 9 - 31 \)
   - Second class: \( 32 - 54 \)
   - Third class: \( 55 - 77 \)
   - Fourth class: \( 78 - 100 \)
   - Fifth class: \( 101 - 123 \)

   Notice that the upper class limits are separated by the class width value of 23, just as the lower class limits are. Also notice that our highest data value (120) falls in the fifth class while our lowest data value (9) belongs to the first class.
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